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Foreword 

Heat waves and cold waves are extreme weather events that can have significant 

impacts on human health, infrastructure and the environment. Heat waves occur when 

temperatures rise above average for an extended period of time, while cold waves occur 

when temperatures fall below average for an extended period of time. 

Heat waves can lead to heat exhaustion, heat stroke and other heat-related illnesses, 

especially in vulnerable populations such as the elderly, young children and people with 

pre-existing health conditions. Heat waves can also worsen air pollution and cause 

power outages as the need for air conditioning increases. They can also negatively 

impact agriculture and ecosystems by damaging crops and causing droughts. 

On the other hand, cold waves can lead to hypothermia and other cold-related illnesses, 

especially among people who are not properly dressed for the cold weather. Heat and 

cold waves can also lead to increased energy consumption as people rely on heating 

systems to keep warm, which can strain power grids and cause power outages. 

As extreme weather events become more frequent and severe due to climate change, it 

is increasingly important to understand the impacts of heat and cold waves and develop 

strategies to mitigate their effects. These include improving infrastructure to withstand 

extreme temperatures, implementing heat warning systems and emergency plans.  

In this meteorological monograph titled "Heat and Cold Waves in India: Processes and 

Predictability", the authors discuss the scientific basis, physical mechanisms and 

predictability of heat and cold waves. The impacts and adaptability issues are also 

briefly discussed. This monograph is thus an excellent reference book for students, 

researchers and policy makers to learn about heat and cold waves in India with up-to-

date information and statistics. 

I congratulate the authors for bringing out this useful monograph published by the India 

Meteorological Department (IMD), Ministry of Earth Sciences. 

 

 

(M Ravichandran) 
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Chapter-1 

Introduction 

Anthropogenic activities such as industry, construction, transport and 

deforestation have caused concentrations of greenhouse gases such as carbon dioxide, 

methane and nitrous oxide to increase over the last 150 years, even faster than since 

the Industrial Revolution. The increase in greenhouse gas concentration in the 

atmosphere has ultimately led to global warming with a trend of about 1.1°C over the 

period from 1880 to 2022. Annual surface temperatures over India have also recorded a 

similar increase over the period 1901-2022. In recent years, minimum (night time) 

temperatures have increased more than day time temperatures, suggesting the possible 

role of moisture and greenhouse gases. 

An increase in the mean or coefficient of variation (CV) of temperatures increases 

the probability of extreme temperature events, as shown in Fig. 1.1. This can lead to an 

increase in the frequency of heat waves as well as cold waves. Extreme weather events 

have become increasingly common globally in recent decades (IPCC 2012; IPCC 2014). 

India is also feeling the effects of climate change as extreme weather events such as 

heavy rainfall, heat waves and intense tropical cyclones are occurring more frequently 

every year. The increasing frequency and intensity of these extreme events causes great 

damage to crops and rural economies.  

Heat waves are anomalous episodes with extremely high surface air 

temperatures, lasting for several days with serious consequences. Similarly, cold waves 

are anomalous episodes of extremely low surface air temperatures lasting several days. 

There is no universal definition of a heat wave or a cold wave. Heat waves are usually 

defined as events in which certain temperature thresholds are exceeded for a minimum 

number of consecutive days. 
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Fig. 1.1. Schematic representations of the probability density function of daily 

temperatures. Dashed lines represent a previous distribution and solid lines a changed 

distribution. The probability of occurrence, or frequency, of extremes, is denoted by the 

shaded areas. In the case of temperature, changes in the frequencies of extremes are 

affected by changes (a) in the mean, (b) in the variance or shape, and (c) in both the 

mean and the variance (Source: IPCC, 2014). 
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Heat waves are not uniform across the world and there is a lack of a common 

index to identify the heat extremes (Perkins et al. 2012). The thresholds used for 

defining heat wave are different for different regions. Thresholds may be absolute or 

statistical and the absolute thresholds depend on the region and its geography. World 

Meteorological Organization (WMO) defines heat wave as "when the daily maximum 

temperature exceeds the average maximum temperature by 5 °C for more than five 

consecutive days, the normal period being 1961-1990".  

Heat waves are a major concern globally and regionally due to their catastrophic 

impact on society (Coumou and Rahmstorf 2012; Coumou et al. 2013; Cowan et al. 

2014; Meehl and Tebaldi 2004; Perkins et al. 2012; Perkins 2015; Pai et al. 2013; 

Trenberth and Fasullo 2012; Rohini et al. 2016; Ratnam et al. 2016 a). The mortality rate 

due to heat waves is higher than any other natural hazard in different parts of the world 

(De et al. 2005). In 2003, an intense heat wave occurred over western Europe, causing 

about 70,000 deaths (Coumou and Rahmstorf 2012). On the other hand, the Russian 

heat wave in 2010 reportedly claimed 54,000 lives. The severe heat wave over the 

southeastern parts of India in May 2015 claimed the lives of more than 2500 people. 

This heat wave was triggered by the delayed onset of the southwest monsoon and 

persistent anomalous atmospheric conditions. The IPCC Fifth Assessment Report (IPCC 

2014) states that the major climate risk for south Asian countries will be the rising 

mortality rate due to the impending heat waves. A moderate increase in average 

temperatures or a slight increase in the duration of heat waves will lead to a significant 

increase in the mortality rate in India. 

Heat waves are considered silent killers because of their direct impact on human 

health (Patz et al. 2005; Hondula et al. 2014, Heo et al., 2019, Ray et al. 2021). Heat 

waves have immense impacts on human health, causing heat cramps, heat exhaustion, 

heat stress and heat stroke (Oldenborgh et al. 2018) and very severe heat waves even 

lead to death (Steffen et al. 2014). Children and the elderly are particularly affected, but 
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also people who already suffer from illnesses such as heart and respiratory diseases, 

kidney diseases and psychiatric disorders (Nitschke et al. 2007; Hansen et al. 2008; 

Wilker et al. 2012; Steffen et al. 2014). 

Another serious impact of heat waves is on agriculture (both crop and livestock). 

Extreme periods of high temperatures can lead to a significant reduction in crop yields 

and cause reproductive failure in many crops (Chaudhuri et al. 2000; Attri and Rathore 

2003; Chakraborty et al., 2019, Dash and Mamgain 2011; Siebert et al. 2014; Steffen et 

al. 2014). Extreme temperatures increase water stress in plants, which can lead to plant 

death due to the cessation of photosynthesis (Schlenker and Roberts 2009; Steffen et al. 

2014). In animals, heat stress leads to reduced appetite, lower productivity, adverse 

effects on the immune system and sometimes death (Lefcourt and Adams 1996; Steffen 

et al. 2014). A decline in agricultural productivity leads to lower food production, which 

in turn leads to an increase in food prices. Chakraborty et al. (2019) examined the 

impact of heat waves on wheat crop production over India and found a negative impact. 

Their study revealed the wheat crop yield decreased by 4.9 %. 4.1 % and 3.5% over 

Punjab, Haryana and Uttar Pradesh respectively.  

 Heat waves also cause damage to infrastructure such as the transport system, 

electricity supply, railways, etc. Heat waves affect the economy through lower labour 

productivity during extreme temperature periods (Kjellstrom and McMichael 2013; 

Steffen et al. 2014), agricultural failure, damage to infrastructure, etc. All these 

catastrophic impacts highlight the need for more studies on heat waves, their impacts 

and their predictive capabilities.  

In India, heat waves (HW) usually occur in the pre-monsoon months from March 

to June. There are two areas in India where heat waves are prevalent. One is central and 

northwestern India, called the heat wave zone, and the other is on the east coast of 

India (Andhra and Odisha). The frequency of heat waves is higher in the heat wave zone 
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than on the east coast of India. Different physical mechanisms are responsible for the 

heat waves in the heat wave zone and on the east coast of India. 

In India, cold waves (CWs) usually occur during the period from November to 

March in association with the incursion of cold winds into north-western and central 

India when westerly disturbances (WDs) pass over the region (Bedekar et al. 1974). WDs 

are transient disturbances of mid-latitude westerly winds followed by the occurrence of 

cold waves, mostly over the areas north of 200 N and rarely in areas south of this 

latitude. There are many previous studies that have investigated various climatological 

features of CWs in India (Bedekar et al. 1974; Subbaramayya and Surya Rao, 1976; 

Chaudhury et al. 2000; De et al. 2005; Pai et al. 2004). Most of these studies have used 

threshold criteria based on minimum temperature anomalies to define CWs. Pai et al. 

(2004) studied the decadal changes in the various characteristics of CWs over India by 

using daily CW information over all meteorological sub-areas of India (the country was 

then divided into 35 meteorological sub-areas by the IMD) for the period 1971-2000 

based on the minimum temperature deviation. 

Bedekar et al. (1974) published the first India Meteorological Department (IMD) 

forecast manual on heat and cold waves, covering both climatological and forecasting 

aspects in detail. This publication is the first comprehensive documentation of the 

various aspects of heat and cold waves. Since then, many research papers have been 

published, especially in recent years when global warming has attracted the interest of 

researchers. However, a comprehensive compilation of the different aspects of heat and 

cold waves with updated information has not been produced. Since 1974, there has 

been tremendous progress in the understanding and predictive ability of heat and cold 

waves over India. The present monograph aims to compile and present the latest 

findings on various aspects of heat and cold waves over India. This monograph is 

intended as a reference book on heat and cold waves for researchers, students and 

forecasters. 
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In the next few paragraphs, a brief review of the recent studies on heat and cold 

waves in India is provided.  

Most recent observational studies suggested an increasing trend in heat waves 

over India (Pai et al. 2013; Jaswal et al. 2015; Pai et al. 2017; Rohini et al. 2016). The 

recent study of Ratnam et al. (2016 a) identified the two prominent areas of heat waves 

over India which is maintained by two different physical processes. The trends of heat 

waves are significant both over the north western parts of India and southeastern coast 

of India (Ratnam et al. 2016 a; Rohini et al. 2016). Variability of heat waves over India is 

linked to El Nino/Southern Oscillation (ENSO) and the Indian Ocean SST anomalies 

(Ratnam et al. 2016 a; Rohini et al. 2016). These studies suggested that occurrence of 

heat waves over northwestern part of India is associated with anomalous persistent 

high along with depleted soil moisture and its variability is strongly influenced by 

tropical ocean SST anomalies. Frequency, duration and spatial extent of heat waves over 

India are found to be more in the succeeding year of El Nino (Pai et al. 2013; De and 

Mukhopadhyay 1998; Rohini et al. 2016). 

In March and April 2022, large parts of South Asia including 

India and Pakistan experienced prolonged hot weather. The month of March was the 

hottest in India since 1901.  Temperatures were consistently 3°C-8°C above average, 

breaking many records in several parts of the country (Zachariah et al., 2022).  

The states of Odisha, Madhya Pradesh, Gujarat, Chhattisgarh, Telangana and Jharkhand 

also experienced heatwaves. In Pakistan many individual weather stations recording 

monthly all-time highs in March. The heatwave conditions continued into April, reaching 

its preliminary peak towards the end of the month. Around 300 large forest fires 

occurred in the country on April 28, a third of these in Uttarakhand (Zachariah et al. 

2022). In Pakistan, temperatures above 49°C were recorded in Jacobabad in Sindh. The 

2022 heatwave is estimated to have led to at least 90 deaths across India and Pakistan, 

and to have triggered an extreme Glacial Lake Outburst Flood in northern Pakistan and 
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forest fires in India. The heat reduced India’s wheat crop yields, causing the government 

to reverse an earlier plan to supplement the global wheat supply that has been 

impacted by the war in Ukraine (Zachariah et al. 2022). 

Pai et al. (2004) studied the decadal variations of cold and heat waves using the 

data of 1971-2000. A significant increase was noticed in the frequency, persistency and 

spatial coverage of both of these high frequency temperature extreme events (heat and 

cold waves) during the decade (1991-2000). These changes might be the manifestation 

of regional impact of highest ever decadal scale global warming recorded during the 

period (1991-2000). A part of these changes might also be caused by local factors such 

as deforestation, urbanization etc. The Cold Wave (CW)/Severe cold wave (SCW) activity 

over north India showed increase from the decade of seventies to eighties and then to 

nineties. Pai et al. (2013) examined the occurrence of heat waves over India in detail 

using the data of 1961-2010. It was observed that many areas of the country (north, 

northwest, central and northeast peninsula) have experienced HW days of more than 8 

days on an average per season. The severe heat waves were mainly experienced over 

north, northwest and central parts of the country. Significant long-term increasing 

trends in HW days was also observed over India during the analysis period. In general, 

the frequency, persistency and area coverage of the HW/SHW days were found to be 

more than average during the years succeeding El Nino (El Nino +1) years.  

Recently, Pai et al. (2017), have summarized the results related to heat and cold 

waves over India. During the hot weather season (AMJ), stations from the north, north-

west, central, east India and north-east Peninsula (together called Core Heat wave Zone) 

are most prone for HW/SHW days with relatively highest frequency experienced during 

May. During the cold weather season (DJF), stations from CCZ that is nearly same as CHZ 

but includes Jammu and Kashmir and excludes coastal Andhra Pradesh are most prone 

for CW/SCW days with the highest frequency during January.  
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Satyanarayana and Bhaskara Rao (2020) studied the phenology of heat waves 

over India using the data from 1951-2015. Their study revealed three localized regions 

of heat wave vulnerability in the north, northeast and southeast parts of India, which 

are different from the three maximum temperature zones.  Dodla et al. (2017) analyzed 

the 2015 catastrophic heat wave over the east coast of India, which claimed about 2500 

lives. Analyses revealed that isolated region of Andhra Pradesh (AP) had experienced 

severe heat wave conditions during May 23–27, 2015, with temperatures above 42°C 

and the sudden escalation by 7–10°C within a short span of 2–3 days. Short-range 

weather predictions with Advanced Research Weather Research and Forecasting model 

at 3-km resolution, up to 72-h lead time, have been found accurate with statistical 

metrics of small mean absolute error and root-mean-square error and high index of 

agreement confirming the predictability of the heat wave evolution.  

Kishore et al (2022) studied the human influence on the changing patterns of 

heat waves in India using the Heat Wave Magnitude Index daily (HWMId). Their study 

found that anthropogenic factors have increased the probability of occurrence of severe 

heat waves in central and central-southern India by two times during the twentieth 

century. The risk of heatwaves is projected to increase tenfold in the 21st century. More 

than 70% of the land area in India is expected to be affected by heat waves with a 

magnitude of more than 9. Mazdiyasni et al. (2017) suggested that future climate 

warming will lead to a significant increase in heat-related mortality, especially in lower-

latitude developing countries like India, where heat waves will be more frequent and 

the population is particularly vulnerable to these extreme temperatures. The study also 

shows that even a moderate increase in average temperatures can lead to a sharp rise 

in heat-related mortality and supports the efforts of governments and international 

organizations. 

The study by Murari et al. (2015) using CMIP data suggests that heat waves are 

projected to be more intense, have longer durations and occur at a higher frequency 
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and earlier in the year. Southern India, currently not influenced by heat waves is 

expected to be severely affected by the end of the 21st century. Projections indicate that 

a sizable part of India will experience heat stress conditions in the future.  

Vittal et al. (2020) examined the role of Atlantic Ocean SST anomalies on Indian 

heat waves. They used observations and climate model experiments to show that Indian 

heat waves during the period 1961-2010 period were only weakly driven by Indian 

Ocean SST, but were instead strongly tied to SST in the Atlantic Ocean. The conditions in 

the Atlantic that drove those heat waves were exacerbated by greenhouse emissions 

rather than natural forcing.  

Pai and Smitha (2022) examined the impact of extreme phases (El Nino and La 

Nina) of El Nino-Southern Oscillation (ENSO) on the frequency, duration, magnitude and 

spatial coverage of heat waves (HWs). It was observed that there is an appreciable 

increase (decrease) in the number of HW days during El Nino (La Nina) events. Severe 

Heat waves were more prominent (longest and hottest) in El Nino years. Exactly 

opposite association was observed in case of CW days. El Nino event mostly inhibits cold 

wave activities over India. Nageswara Rao et al. (2020) examined the heat waves 

occurring over the east coast of India (Odisha, Andhra Pradesh and Telangana). The 

study revealed the continued increase in maximum temperature and its variability as 

the hot weather season progresses. In the recent period, a notable increase in the 

weekly Tmax and its variability has been observed.  

Earlier studies (Bedekar et al. 1974) showed that cold waves occur mostly due to 

the intrusion of cold air from northern latitudes into the northwestern parts of India. 

The cold wave conditions over the northern parts of India are often associated with the 

passage of western disturbances, which manifest as an eastward moving well marked 

troughs in the upper tropospheric westerlies north of 20°N and often seen extending to 

the lower troposphere, transport cold air from northern latitudes into India. There are 

also few instances of occurrence of cold waves due to a low-pressure system over the 
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North Arabian Sea. In these cases, the easterlies to the north of the low-pressure system 

transport cold air from higher latitudes. 

 Jaswal et al (2017) studied increased trends in temperature and moisture 

induced heat index and its effect on human health in climate change scenario over the 

Indian sub-continent. Using dry bulb temperature and relative humidity records from 

283 surface meteorological stations over India, they analyzed the heat index (HI) during 

summer and monsoon seasons. Averaged over the country, HI is increasing during 

summer and monsoon seasons at the rate of +0.560 C/decade and +0.320 C/decade 

respectively, which is statistically significant at 95% level. The increasing HI indicates 

high level of discomfort in both the seasons which is primarily due to increase in 

humidity in summer season and maximum temperature in monsoon season. Spatial 

distribution of HI indicates greater chances of heat related illness in India, more 

prominently in the southeast coastal regions (Andhra Pradesh, Orissa and Tamil Nadu) in 

summer and over northwest India (Rajasthan and Indo-Gangetic plains) in monsoon 

season.  

Srivastava et al (2022) conducted a heat weather hazard analysis over India, 

attempting to quantify the impact of different meteorological parameters on heat 

waves in different regions of India for different summer months (March, April, May and 

June). The impact of different meteorological parameters is determined for different 

months and regions of the country. The cumulative values are calculated for different 

regions considering different meteorological parameters to make an initial analysis of 

the heat wave and zonation for the entire country.  

Narkhede et al (2022) developed an empirical model-based framework for 

operational monitoring and forecasting of heat waves based on temperature data. In 

this study, they proposed an operationally applicable empirical model that uses a set of 

indices to monitor and forecast heat waves on the short-term time scale. The model 

consists of two main components: a) index-based monitoring over a spatial domain and 
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b) temporal prediction over different locations. Three heat wave indices are calculated, 

the heat stress index, the heat stress index and the heat stress factor. They have also 

considered the effects of meteorological parameters such as wind and humidity on the 

intensity and duration of heat waves. For the prediction component, they have used a 

simple machine learning based method for predicting the overheating factor index. The 

study shows that the heat wave indices can be predicted with this simple model up to a 

lead time of 2-3 days for most regions of India. 

Sharma and Mujumdar (2017) studied the impacts of concurrent droughts and 

heat waves that could have more serious impacts. Meteorological drought condition, 

which is characterized by low rainfall can be amplified with simultaneous occurrence of 

heat waves.  The study found significant changes in concurrent meteorological droughts 

and heat waves. There is substantial increase in the frequency of concurrent 

meteorological droughts and heat waves across whole India. Statistically significant 

trends in the spatial extent of droughts are observed in Central northeast India and west 

central India. However, the spatial extend affected by concurrent droughts and 

heatwaves is increasing across whole India. 

Dubey et al. (2021) addressed the hot weather dynamics and variability. The 

seasonal composites for extreme temperature years show that hot season over North 

India (NI) occurs mainly due to blocking high in upper atmospheres. Similarly, daily 

temperature anomalies for the heatwave days during hot years exhibit stationarity of 

such blocks centered over the region. Two global teleconnections have been found to 

be responsible for the NI seasonal anomaly, (i) a continuous anomalous low over Europe 

cause anomalous high across the region, (ii) the subtropical jet stream and the polar jet 

stream help to maintain stationarity of anticyclonic blocks over the region. Sinking of air 

due to an upper atmospheric high over NI causes adiabatic warming near the surface.  

The cold waves are known to increase mortality rate owing to the socio-economic 

conditions of people of the northern parts of India. For example, the cold wave that 
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occurred in January 2003 resulted in death of about 900 people. During 1978–1999, a 

total number of 3264 deaths were reported due to cold waves in the northern parts of 

India (Ratnam et al. 2016 b). The cold waves also affect Rabi crops, crops that are sown 

in winter and harvested in the following spring, of the northern regions of India. A 

survey on the impact of cold wave on the Rabi crops showed that the economic losses 

were to the tune of 6230 million Indian rupees in the state of Rajasthan during 2005–

2006 Rabi season alone.   

Raghavan (1967) used 51 years of data (1911-1961) to prepare a detailed 

climatology of cold waves and severe cold waves over India and Pakistan. The study 

revealed that Jammu and Kashmir experiences maximum cold waves in a season.  

Subramayya and Surya Rao (1976) used 150 IMD stations for the period 1954-56 to 

examine heat and cold wave occurrence over India. They have found that for the 

country as whole, maximum heat wave and severe heat wave occur in the month of 

May. Maximum severe cold waves occur in the month of January.  

In this monograph, the definitions of heat and cold waves are discussed in 

Chapter-2. In the chapter-3, long term climatology of cold waves and observed long 

term trends are discussed. In the chapter-4, long term climatology of heat waves and 

observed long term trends are discussed.  In the chapter-5, the physical mechanisms of 

heat waves and in the Chapter-6, physical mechanisms of cold waves are discussed in 

terms of large-scale dynamics and local factors. In the Chapter-7, the forecasting aspects 

(in all time scales, short range to seasonal) are discussed in terms of synoptic setting for 

such heat and cold waves. Skill of short to medium range forecasts, extended range 

forecasts and seasonal forecasts are also discussed using weather prediction models of 

Ministry of Earth Sciences (MoES)/ IMD as well as other TIGGE weather prediction 

models. In the chapter-8, we discuss the impacts and adaptation issues related to heat 

and cold waves. In the last chapter-9, the main aspects are summarized.  
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Chapter -2 

Cold and Heat Wave Indices and Methodology 

There are no universal definition of heat and cold waves. Heat and Cold wave 

events are anomalous situations with above (below) normal temperatures respectively. 

The criteria used to define how much above/below normal could differ. India 

Meteorological Department (IMD) uses criteria for heat and cold waves using station 

temperature data. Definitions of heat and cold waves based on area average or gridded 

temperature data are however different but very similar.  

Heat waves have wide range of impacts on different sectors. Because of this, the 

definition of heat waves will be different for different applications. Some studies 

(Alexander et al. 2006, 2007; Fischer and Schar 2010; Fischer et al. 2011; Avila et al. 

2012; Jiang et al. 2012; Perkin and Alexander 2013) used ETCCDI indices for heat wave 

analysis and these indices are not good enough to heat stress related studies. The 

indices like Predicted Mean Vote (PMV) and the Physiological Equivalent Temperature 

(PET) are used for the health-related studies (Matzarakis et al. 1999; McGregor et al. 

2002; Pantavou et al. 2008). Another index named Heat Index (HI) also known as 

apparent temperature (Steadman 1979, Steadman 1984) used for heat stress related 

studies in many regions (Zahid and Rasul 2009; Rajib et al. 2011; Rakib 2013; Opitz-

Stapleton et al. 2016; Jaswal et al. 2017) as it combines air temperature and relative 

humidity.  

There are some similarities across these heat wave matrices, all definitions 

include at least one form of temperature (maximum, minimum or average temperature) 

(Perkin 2015). A recent study (Perkin et al. 2012) compared the various heat wave 

characteristics obtained from 3 different indices (90th percentile for maximum 

temperature, the 90th percentile for minimum temperature, and positive extreme heat 

factor (EHF)) and it indicates that qualitative measurements across the indices are 
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similar but the quantitative values are different. This implies the importance of selecting 

an appropriate index for the impacted region. 

People residing in a place for sufficiently long time get more or less acclimatized 

to the normal weather conditions of that place. Human body is quite sensitive to any 

physiological change which takes place due to significant departure of weather 

conditions from normal. These definitions are designed to take the physiological 

changes also into account.  

2.1 Heat wave Indices.  

India Meteorological Department (IMD) considers only maximum temperatures 

(Tmax) for defining heat waves. They define heat wave as " if the maximum 

temperature of a station reaches at least 40°C or more for Plains, 37°C or more for 

coastal station and at least 30°C or more for Hilly region ". The detailed IMD criteria of 

heat waves are given below (Table 2.1).  

Table 2.1 

Criteria used for declaring Heat Wave by India Meteorological Department (IMD) 

Nomenclature Departure from Normal Temperature 

Criteria for Heat Wave/Severe Heat Wave 

a) When normal maximum temperature of station is 40oC or less 

Normal -10 C to 1o C 

Above normal 20C 

Appreciably Above Normal 3o C to 4o C 

Markedly above normal/Moderate Heat 

Wave  

50 C to 6o C 

Severe Heat Wave 7o C or above 

b) When normal maximum temperature of station is more than 40oC (The term 

moderate heat wave will not be used) 
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Normal -10 C to 1o C 

Above normal 20C 

Heat Wave 3o C to 4o C 

Severe Heat Wave  More than 50 C  

c) When normal maximum temperature of station is 450C or more for two days 

or more 

The condition may be declared as Heat Wave 

 

To declare a heat wave, the above criteria should be met at least in 2 stations in 

the meteorological sub-division for at least two consecutive days. 

For defining heat waves, there are more indices used in scientific literature, 

especially with area averaged or gridded data. The first one is the 90th percentile 

threshold of maximum temperature (Tmax90) based on a 5-day window (Rohini et al. 

2016).  

The second index considered is the Excessive Heat Factor (EHF) (Nairn and 

Fawcett 2013; Perkins and Alexander 2013, Rohini et al. 2016). This index is based on 

two excessive heat indices, namely Excess Heat (EHIsig) and Heat Stress (EHIaccl). The 

unit of EHF is oC2.  

The Excess heat represents unusually high heat arising from a daytime 

temperature that is not sufficiently discharged overnight due to unusually high 

overnight temperatures. The Daily Mean Temperature (DMT) averaged over a three-day 

period is compared against a climate reference value to characterize this index. The unit 

of EHIsig is oC. 

The Excess Heat Index is calculated as 

𝐸𝐻𝐼sig =
(Ti + Ti−1 + Ti−2)

3
− T95 

where T95 is the 95th percentile of DMT (Ti) for the climate reference period of 1961- 
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1990. The daily mean temperature is the average of maximum and minimum 

temperatures as defined by 

𝑇 =
 (𝑇𝑚𝑎𝑥  +  𝑇𝑚𝑖𝑛)

2
 

The heat stress which arises from a period where the temperature is warmer, on 

average than the recent past. Maximum and subsequent minimum temperatures 

averaged over a three-day period and the previous 30 days are compared to 

characterize the heat stress. This is expressed as a short term (acclimatization) 

temperature anomaly. The unit of EHIaccl is oC. The heat stress is defined as 

𝐸𝐻𝐼𝑎𝑐𝑐𝑙 =
(𝑇𝑖 + 𝑇𝑖−1 + 𝑇𝑖−2)

3
−

(𝑇𝑖−3+. . . +𝑇𝑖−32)

30
 

where Ti is the DMT on ith day.  

The Excess Heat Factor (EHF) is defined as follows: 

 

𝐸𝐻𝐹 = 𝐸𝐻𝐹𝑠𝑖𝑔 × max(1, 𝐸𝐻𝐼𝑎𝑐𝑐𝑙) 

A heat wave is considered when the value of EHF is positive, and the daily 

climatological Tmax is greater than 35°C for consecutive three days or more. These 

criteria were selected carefully to choose the heat wave events occurring over the 

Indian sub-continent. The 35 °C criterion was used to restrict such events occurring over 

the hilly regions. 

The significant associations between high temperature and mortality and morbidity 

have been studied in many parts of the world (Heo et al. 2019). Therefore, 

understanding associations between heat waves and various health outcomes is 

essential to prevent the current and future burden of heat impacts on human health. In 

many countries, the Heat-Health Warning Systems (HHWS) adopted thermal comfort 

indices, which quantify a combined effect of a series of meteorological factors (air 

temperature, humidity and wind) on perceived temperature, to represent the actual 

human thermal situation during heat waves. The effectiveness of a HHWS using a 
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thermal index (including ambient temperature) depends on how properly the heat wave 

definition can relate heat wave periods and related health problems, and choice of 

which thermal index to use is a critical public health issue for policy (Heo et al. 2019). 

There are such indices to define and monitor heat waves in the context of its health 

impacts. Some of such indices are Heat Index (HI) and Wet Bulb Global Temperature 

(WBGT) (Heo et al. 2019). HI attempts to represent the human perceived temperatures 

by the impact of humidity. HI is an index that combines air temperature and relative 

humidity to determine a human-perceived apparent temperature to determine how hot 

it actually feels. It is a measure of the stress placed on humans by elevated levels of 

atmospheric temperature and moisture. It implies that an extended period of unusually 

high heat stress may have adverse health consequences for the affected population. The 

computation of HI is based upon the formula given by Steadman (1979) where the 

author has quantified the physiological effects of high heat and humidity on human 

being. The variables used in the formula include heat generation and loss, fabric 

resistance, vapour pressure, wind speed, solar radiation, terrestrial radiation, 

proportion of body clothed and other factors (Steadman, 1984). The Steadman’s 

equation was further modified by Rothfusz (1990) by performing multiple regression 

analysis on the data from Steadman’s table. Jaswal et al. (2017) used this index to study 

long term trends using IMD station data. More details of the index are available in 

Jaswal et al. (2017). 

The equation used by the National Weather Service of the National Oceanographic 

and Atmospheric Administration (NOAA) is given below.  

HI = -42.379 + 2.04901523*T + 10.14333127 *R - 0.22475541 *T*R - 6.83783x10-3*T2 

-5.481717x10-2 * R2 + 1.22874 x 10-3 * T2 * R + 8.5282x10-4 * T *R2 - 1.99x10-6 * T2 * 

R2 

where,  T= Ambient dry bulb temperature (0F) and 

R= Relative Humidity (Integer percentage). 
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Wet-bulb globe temperature (WBGT) is one of the most commonly 

used indices by many organizations since the 1960s. This index was originally invented in 

the 1950s in efforts to lower the risk of heat disorders during the training of the US 

Army and Marine troops. Since that time, WBGT has been applied in other settings, and 

is widely used for the evaluation of occupational heat stress exposure (Budd 2008; 

Alfano et al., 2014). WBGT is a weighted average of dry bulb (air) temperature, natural 

wet-bulb temperature and black globe temperature. Black globe temperature is a 

function of radiant heat, temperature, and wind while natural wet blub temperature 

measures the amount of cooling by humidity and wind (Budd, 2008). By incorporating 

black globe temperature, WBGT considers radiation effect whereas many other 

simplified thermal comfort indices do not. In sunny conditions, the weighting 

coefficients are 0.7, 0.2, and 0.1 for natural wet temperature, globe temperature, and 

dry-bulb temperature, respectively. At other times, the weighting coefficients are 0.7 

and 0.3 for natural wet temperature and dry-bulb temperature, respectively, while the 

globe temperature is not considered in the calculation. Until recently, several 

approximation formulas of WBGT using readily available meteorological data (e.g., 

temperature, humidity, wind, and radiation) have been suggested for practical use as 

the original components for calculating WBGT are not standard meteorological 

monitoring data. Further details of WBGT are available in Heo et al. (2019).  

The health risk assessment is subject to the designated heat wave periods, and 

more extreme heat wave definitions with the higher thresholds generally identify fewer 

heat waves of shorter duration and higher intensity. Thus, the definitions with higher 

thresholds, which reflect the most intense heat waves but also lead to the shortest heat 

wave periods and fewer designated heat waves, may not necessarily result in the 

strongest or the most significant health effect estimate. 

Effectiveness of a weather service to prevent health risks from heat exposure is 

subject to the precision of weather forecast. Temperature tends to be more accurately 
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forecast than other weather components, which may hinder the use of thermal indices 

that use other weather components for heat wave warnings. Currently, historical 

forecast data are available through an open data source for everywhere for components 

including temperature, humidity and wind speed.  

Russo et al. (2014) introduced another index for heat wave activity, namely the 

Heat Wave Magnitude Index (HWMI). The computation of HWMI involves multiple 

stages that begin with the computation of daily threshold (90th percentile) with 

reference to the baseline period (Das and Umamahesh, 2022). Next, the selection of 

heat wave events is carried out according to the minimum three consecutive days Tmax 

above the threshold. The selected heat wave is then grouped into sub-heat waves, 

where each sub-heat wave is a heat wave of three consecutive days. More details of this 

index are available in Russo et al. (2014).  

2.2 Cold Wave Indices 

Based on station temperature data, India Meteorological Department (IMD) uses 

the following definition of cold waves over India, as shown in Table-2.2 

Table 2.2 

Criteria for Cold Wave/Severe Cold Wave 

Nomenclature Departure from Normal Temperature 

Criteria for Cold Wave/Severe Cold Wave 

a) When normal minimum temperature of station is 10oC or more 

Normal -10 C to 1o C 

Below normal -20C 

Appreciably Below Normal -3o C to -4o C 

Markedly Below normal/Moderate Cold 

Wave  

-50 C to -6o C 

Severe Cold Wave -7o C or above 

b) When normal maximum temperature of station is less than 100C (The term 
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moderate cold wave will not be used)  

Normal -10 C to 1o C 

Below normal -20C 

Cold Wave -3o C to -4o C 

Severe Cold Wave  -5o C or less  

 

Ratnam et al. (2016 b) considered cold wave events over India when the 

normalized area average Tmin anomalies are less than one standard deviation for four 

or more days. Some researchers used the 10th percentile criteria for defining cold waves.  

2.3 Temperature data  

 For studying heat and cold waves over India, researchers generally make use of 

IMD station data or IMD Gridded daily temperature data set. The IMD gridded 

temperature data set was prepared indigenously by IMD researchers in 2009 (Srivastava 

et al. 2009). The details of the IMD gridded temperature data set are given below. 

 IMD maintains around 550 surface observatories in the country, where daily 

surface air temperature observations (maximum and minimum) are taken. These 

data are compiled, digitized, quality controlled and archived at the National Data 

Centre (NDC) of IMD. However, daily data from 1969 onwards only are digitized and 

archived at NDC. Later this data set was updated with the daily temperature data 

from 1961. From the list of stations for which daily data are available, only those 

stations which have minimum 10 years of data, at least for 300 days in a year during 

the period 1971–2000, were selected for further analysis. The data were subjected 

to basic quality checks like rejecting values, greater than exceeding known extreme 

values, minimum temperature greater than maximum temperature, same 

temperature values for many consecutive days etc. Unusual high values were flagged 
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by putting a filter which allowed values only in the range mean±(1.76+0.8 N) 

standard deviation for further data analysis. 

 The interpolation was used a modified version of the Shepard’s angular 

distance weighting algorithm for the present analysis. In order to avoid biases in the 

gridding, daily anomalies were used instead of the absolute values. For this purpose, 

climatological normal of maximum and minimum temperatures for the period 1971–

2000 was calculated for each station. The daily anomalies were calculated as the 

difference of each daily temperature from its daily normal values. The present 

interpolation method requires an under-standing of the spatial correlation structure 

of the station data. Therefore, the interstation correlations were calculated to 

determine the distances over which observed temperature anomalies are related. 

For each month, for each pair of 395 stations lying within 2000 km, correlation was 

calculated and then binned according to their separation over intervals of 100 km. 

The mean correlation was estimated over each 100-km interval and a two-degree 

polynomial function was fitted to these values. For interpolating the station data, we 

have to define the radius of influence. This was estimated as the correlation length 

scale (CLS), which is defined as the distance at which the mean correlation, 

represented by the fitted function, fell below 1/e. 

 More details of this data set are available in Srivastava et al. (2009). This data 

set is being used very extensively by researchers worldwide. 
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Chapter 3 

Climatology and long- term trends of Cold Waves 

In this chapter, the long-term climatology and long-term trends of cold waves 

over India are discussed. For this purpose, the results based on the IMD criteria and 

criteria based on percentile have been used.  

Cold waves are predominantly experienced during the period December-

February, when minimum temperatures drop to very low levels, especially over the 

northern parts of India. Fig 3.1 a shows the long-term climatology of minimum 

temperatures (Tmin) and Fig 3.1 b shows spatial distribution of 10th percentile of Tmin. 

The long-term climatology was prepared using the daily minimum temperature data of 

1971-2000. Daily temperature data developed by Srivastava et al. (2009) have been 

used for this analysis.  

 

 

Fig 3.1 a) Climatology of seasonal (Dec-Feb) Tmin (oC) (1971-2000) and b) 10th percentile 

of Tmin (0C) during 1971-2000.  

 Seasonal Tmin values are below 150 C over northern parts of the country, north 

of 200N. Over parts of Jammu and Kashmir, the Tmin values are even below zero. It is 

interesting to note that over the northern parts of the country, the isolines of 
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temperatures run parallel, with a large north-south gradient of over 100 C. North of 250 

N, the 10th percentile values of Tmin are generally below 7.50C. A large north-south 

gradient is also observed in this pattern over the northern parts of the country. There is 

hardly any north-south gradient over the southern peninsula. The coastal regions, 

especially the east coast, are relatively warmer compared to the inner parts of the 

southern peninsula, with Tmin values above 200 C. 

3.1 Cold Wave Statistics Based on IMD Criteria 

The criteria used by the IMD to define Cold Wave (CW) are listed in Table 2.2. 

From Table 2.2 it can be seen that CW/SCW conditions imply a certain drop in the daily 

minimum temperatures at a station compared to the respective normal climatological 

value. As shown in Table 2.2, a relatively intense CW is classified as severe CW or SCW. 

In this section, we mainly discuss the results obtained by Smitha et al. (2016) on 

cold waves over India. They had considered 86 IMD stations for the analysis of cold 

waves over India. Fig. 3.2 a shows the spatial variation of mean number of Cold Wave 

(CW) days during the cold weather season (DJF) over the country expressed as days per 

season. Most of the areas except Kerala, coastal Karnataka, Tamil Nadu and coastal 

Andhra Pradesh experience 2 CW days or more per season. Many areas over northwest 

and some parts of central India experience 8 or more number of CW days.  

Fig. 3.2 b shows the long-term trends in the number of cold wave days (CW) 

during the cold weather season (DJF) over the period 1971-2020. The blue (red) colour 

indicates decreasing (increasing) trends. Statistically significant trends (at a 95% 

significance level) are shown as filled triangles. It can be seen that many stations over 

the northern parts of India show a decreasing trend in CW days. Only a few stations over 

the central and eastern parts of the country show increasing trends. Fig. 3.2 c shows the 

spatial distribution of Severe Cold Wave (SCW) days for the period 1971-2020.  It shows 

that most of the SCW days are observed over the central and north-western India and 
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they last for more than 2 days. There are hardly any SCW events over the southern 

peninsula and north-east India. 

 

   

(a)           (b) 

Fig 3.2. a) Seasonal climatology map of number of CW days, b) Long term trends in 

number of cold wave (CW) days during the cold weather season (DJF) during the period 

1971-2020. Blue (red) colour shows decreasing (increasing) trends. The trends which are 

statistically significant at 95% significance level are shown as filled triangles. The 

climatology was computed by averaging the number of CW days for the period (1971-

2010). (After Smitha et al. 2016). 

Fig. 3.3 a shows the spatial variation in the mean number of cold wave 

frequencies during the cold weather period (DJF) over the country during 1971-2020, 

expressed in numbers. In many areas in the northwest, about 8 cold waves occur during 

the season. North of 200N, the frequency of CW is more than four. Fig. 3.3 b shows the 

long- term trends in the number and frequency of CW during the cold weather season 

(DJF) during the period 1971-2020. The trends which are statistically significant at 95% 
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significance level are shown as filled triangles. Most stations in northern India show 

decreasing trends in the frequency of CW during the December-Feb season. A few 

stations over Punjab, Haryana and Andhra Pradesh show increasing trend but it is not 

statistically significant. The decreasing trend in the frequency of cold waves could be 

related to increase in minimum temperatures observed over India during the recent 

years. The maximum duration of cold wave days (Fig. 3.4 b) shows a decreasing trend in 

most parts of northern India. Fig. 3.5 clearly shows the decreasing trend in the 

frequency, duration and maximum duration of cold waves over India during the winter 

season. The long-term trend in CW frequency, CW days and CW duration is -

0.36/decade, -0.62 days/decade and -0.37 days/decade respectively. These trends are 

statistically significant at 95% significance level. 

 

 

 

Fig. 3.2. c. Spatial distribution of Severe Cold Wave (SCW) days during November to 

March (After Smitha et al. 2016) 
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Fig 3.3. a) Seasonal climatology map of frequency of CW events, b) Long term trends in 

number of cold wave (CW) frequency during the cold weather season (DJF) during the 

period 1971-2020. Blue (red) colour shows decreasing (increasing) trends. The trends 

which are statistically significant at 95% significance level are shown as filled triangles 

(After Smitha et al., 2016) 

 

Fig 3.4 a. Seasonal climatology map of maximum duration of CW days during the cold 

weather season (December-February) b) Long term trends in maximum duration of CW 

days during the cold weather season (DJF) during the period 1971-2020. Blue (red) 

colour shows decreasing (increasing) trends.  The trends which are statistically 

significant at 95% significance level are shown as filled triangles (After Smitha et al., 

2016). 
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Fig. 3.5. Long term trends of a) frequency b) total of CW days and c) maximum duration 

averaged over the cold wave core for the period 1971-2020. (After Smitha et al., 2016). 
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Earlier studies (Pai et al. 2017 and Smitha et al. 2016) showed the relationship of 

occurrence of cold waves over India with the El Nino and La Nina phases. To understand 

the impact of El Nino and La Nina on cold waves over India, composite spatial maps of 

mean CW days over India for El Nino/La Nina events are constructed. Fig. 3.6 a and b 

show the composite spatial maps of mean CW days over India for El Nino and La Nina 

events. These maps were prepared using data from 1971-2010. The composite map for 

El Nino shows a relatively lower frequency of CW days compared to the climatology 

map. However, the La Nina case shows that most areas experience significantly more 

CW days than the climatology, with large areas of the central and northwest India 

experiencing more than 8 CW days. An increase (decrease) in the frequency of SCW days 

[Fig. 3.7 a and b] was also observed over central parts of the country during the La Nina 

(El Nino) fall.  Ratnam et al (2016 b) suggested that both ENSO phases (La Nina and El 

Nino) provide a favourable background for the occurrence of cold waves over India, 

however, more frequent in La Nina years.  This aspect is further discussed later in the 

monograph. 

              

(a)               (b) 

Fig 3.6 a) Average CW days during the El Nino years and b) Average CW days during the 

La Nina years. (After Smitha et al., 2016)  
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(a)        (b)  

Fig. 3.7 a) Average SCW days during the El Nino years and b) Average SCW days during 

the La Nina years (After Smitha et al., 2016) 

Fig. 3.8 shows the duration of the longest CW period over each station across the 

country. The CW cycles with a duration of 10 days or more are shown in red. The 

stations with the longest CW periods of 10 days or more are in the north-west and 

central India. The station in Jammu and Kashmir experienced the longest duration of 

cold wave (18 days). Bikaner and Jodhpur in western Rajasthan experienced the longest 

CW period with a duration of 16 days. Gangtok in Sikkim experienced the longest CW 

period with 17 days (December 10 to 26, 1986). Even over Maharashtra, the maximum 

duration of CW days was more than 8 days. Most of the stations that experienced the 

longest CW period of 5 days or more are in North, Northwest and Central India. As 

mentioned earlier, there are no cold waves in the south of peninsular India. 
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Fig. 3.8.  Map showing the duration of the longest CW spell over each of the stations 

used in the study during the analysis period of 1971-2010. The duration of CW spells of 

10 days or more are shown using red colour (After Smitha et al. 2016). 

3.2 Cold Wave Statistics Based on Temperature Gridded data 

In this section, the cold wave statistics based on gridded temperature data (area 

averaged over 10X 10 grids) is discussed. For this purpose, the IMD daily gridded 

temperature data (Srivastava et al., 2009) have been used. This analysis will provide us a 

different perspective about cold waves than the statistics based on IMD station data and 

IMD criteria.  

 For this analysis, December to February season is considered and the data from 

December 1970 to February 2021 have been used.  The criteria considered for the 

analysis of cold wave and severe cold wave are given below: 

 A cold wave is considered if minimum temperature (Tmin) is less than 10th 

percentile of daily climatological value and the climatological daily Tmin is less than 
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15oC. This condition should satisfy consecutively for three days to be considered as one 

cold wave event.  Similarly, severe cold wave (SCW) is considered if daily Tmin is less 

than 5th percentile of daily climatological value and the climatological daily Tmin is less 

than 150C. It should be satisfied for three consecutive days to consider as one cold wave 

event. The period 1971-2000 was used as a reference period to calculate the 

climatology. The percentile has been calculated for a 5-day moving window.  

Fig 3.9 shows the long term climatology of cold wave frequency, cold wave days 

(days) and cold wave intensity (oC) for the period 1971-2021, calculated using the above 

criteria. It is to be mentioned that the above criteria are based on departures from long 

term normal and not the actual minimum temperatures. To satisfy as a cold wave, the 

temperature departures should be more than this threshold (10th percentile).   

 

Fig 3.9 Climatology of a) CW frequency b) CW duration and c) CW Intensity based on the 

data of 1971-2021. The DJF season is considered for the analysis.  

The greatest frequency of more than one event is observed over the northern 

parts of the country, north of 200N. In this region, more than 6 days of cold wave (CW) 

occur on an average. In some areas, the average number of CW days is also more than 

8. The CW intensity is the lowest temperature measured during a CW event. In the 

extreme northern parts of the country, CW intensity is close to zero or below zero. With 

these criteria, no cold wave event is generally observed south of 200 N. 
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Fig. 3.10 shows the long-term climatology of severe cold wave frequency, severe 

cold wave days (days) and severe cold wave intensity (0C) for the period 1971-2021. The 

maximum frequency of 0.5 SCW events is observed over the central parts of the country 

north of 200 N, which means that one event occurs every two years. In this region, an 

average of about 2 days of severe cold wave occurs. In some areas, the average number 

of CW days is also more than 8. The SCW intensity is the lowest temperature recorded 

during the SCW event. In the extreme northern parts of the country, the intensity of the 

cold wave is close to zero or below zero. With these criteria, no severe cold wave event 

is generally observed south of 150N. 

 

Fig 3.10 Climatology of a) SCW frequency b) SCW duration and c) SCW Intensity based 

on the data of 1971-2021. The DJF season is considered for the analysis.  

Fig. 3.11 shows the long-term trends in CW frequency, duration and intensity for 

the period 1971-2021. These graphs show that the frequency and duration of CW is 

generally decreasing in most parts of northern India, except in Chhattisgarh, Jharkhand 

and Bihar, where a slight increase is observed. The declining trend is most pronounced 

in the north-western parts of the country where the duration of CW decreased by more 

than 1 day. However, this trend is also reflected in the spatial distribution of CW 

intensity. In most parts of north-western India, CW intensity is increasing, which means 

that the minimum temperatures observed during CW events are increasing. In the 
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north-eastern parts, especially over Bihar, the CW intensity decreases, which means that 

the lowest minimum temperatures decrease or, in other words, the CW events become 

harsher.

 

Fig 3.11 Trends of a) CW Frequency b) CW duration and c) CW Intensity. The trends are 

in decade. The data of 1971-2021 have been used to calculate these trends.  

Fig. 3.12 shows the time series of a) frequency of cold waves and b) duration of 

cold waves over the period 1971-2020. The red line shows the linear trend and the 

dashed lines on either side of the trend line indicate the 95% confidence levels. The time 

series is averaged over a larger area: 72.50 E-87.00 E, 20.50 N-37.50 N. Both time series 

show a decreasing trend that is significant at the 95% significance level. The trend in 

frequency is 0.15 per decade and the trend in duration is 0.81 days per decade. The 

trend based on the IMD criteria (Fig. 3.5) for frequency is slightly higher than this trend 

value. However, the trend for duration is lower than the trend obtained from the 

gridded data. This could be due to the slight differences in the criteria used to define 

cold waves. While the IMD analysis used station data, the present analysis is based on 

area-averaged gridded data. However, both data sets show a very clear downward trend 

in CW frequency, days and duration, suggesting that the recent increase in minimum 

temperatures is leading to a decrease in the characteristics of cold waves over India. 
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Fig 3.12. Time series of a) Cold Wave frequency and b) CW duration during 1971-2020.  

The red line shows the linear trend and dotted lines suggest 95% confidence level.  The 

time series is averaged over a larger area 72.50 E-87.50 E, 20.50 N-37.50 N.  

A further analysis is carried out to see the spatial pattern of ocean influence on 

cold waves. Fig. 3.13 shows the spatial pattern of correlation between cold wave 

duration and sea surface temperature (SST) using data from 1971-2020. SST data from 

HADI SST was used for this analysis. The spatial pattern shows very clearly that cold 

wave duration is negatively correlated with SST over the equatorial Pacific and Indian 

Oceans, suggesting that the La Nina phase of ENSO and the colder Indian Ocean cause 

more days of CW duration. The same type of conclusion was drawn by Smitha et al. 

(2016) using IMD data and IMD cold wave criteria. Ratnam et al. (2016 b) suggests that 

both La Nina and El Nino phases can cause cold waves. They referred to them as Type 1 

and Type 2 events respectively. However, the Type 2 cold wave events that occur during 

the El Nino years are less frequent and only affect the northern parts of the country. 
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Fig 3.13. Correlation between Cold Wave Duration and Sea Surface Temperature (SST) 

during the DJF season. Period of data: 1971-2020.   

Further, a list of CW events which persisted for more than 5 days is prepared 

using the 90th percentile criteria. For this purpose, data of 1971-2020 was used. Cold 

Wave events are calculated using area averaged minimum temperatures over the cold 

wave core zone (72.50 -82.50 E, 20.50 -350 N). The criteria for identifying the cold wave 

events are as follows: 

1) Daily Tmin is less than the 10th percentile of daily climatological value and the 

climatological daily Tmin < 150C.  

2) The cold wave event should persist with minimum duration of 5 days.  

Table 3.1 shows such CW events that occurred during the period 1971-2020. The 

intensity suggests the lowest minimum temperature observed during the event. The 

longest cold wave event observed was 10 days during 01-10 December 1971. There are 

many cold wave events with 8 days of duration. The lowest Tmin recorded during the 

CW events was 0.930C during February 1974.  On average duration of CW is 6 days.   

Table 3.1 also clearly suggests the cold wave frequency is decreasing during the recent 

years. During the decade 2011-2020, only six cold wave events were observed.  

 

 



40 | P a g e  
 

Table 3.1 

List of cold wave events during the period 1971-2020 

as per the 90th Percentile criteria based on IMD gridded data set 

 

Year Date  
Intensity 

(⁰C) 

Total 

Duration 

(Days) 

1971 

1 Dec-10 Dec  4.74 10 

29 Jan-02 Feb  3.43 5 

1972 

6 Jan-12 Jan 2.97 7 

14 Feb-20 Feb  2.35 7 

1974 5 Feb-10 Feb  0.93 6 

1975 19 Dec-25 Dec  3.34 7 

1976 8 Dec-13 Dec  3.74 6 

1982 12 Dec-16 Dec 4.43 5 

1983 01 Feb-06 Feb 3.49 6 

1984 21 Feb-28 Feb  3.17 8 

1985 18 Dec-25 Dec  3.46 8 

1986 04 Jan-08 Jan 2.43 5 

1989 

10 Jan -15 Jan 2.22 5 

19 Feb-23 Feb 5.02 5 
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1991 01Jan-06 Jan 1.45 6 

1993 20 Jan-24 Jan  2.87 5 

1994 21 Dec-25 Dec 4.43 5 

1997 8 Dec-14 Dec  3.09 7 

2006 12 Dec-19 Dec  3.98 8 

2008 

21 Jan-28 Jan 2.43 8 

09 Feb-15 Feb  2.48 7 

2011 

18 Dec-22 Dec  4.48 5 

5 Jan-11 Jan 2.72 7 

2012 10 Jan-14 Jan 2.95 5 

2013 05 Jan-09 Jan 1.91 5 

2019 26 Dec-31 Dec  2.96 6 

2020 27 Dec-31 Dec 2.92 5 
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Chapter 4 

Climatology and long- term trends of Heat Waves 

In this chapter, the climatology and long-term trends of heat waves over India are 

discussed. For this purpose, the results based on the IMD criteria and the criteria based 

on the percentiles were used. As mentioned earlier, heat waves occur mainly during the 

period from March to June when maximum temperatures rise to very high levels, 

especially in the northern parts of India. 

4.1 Heat wave climatology based on IMD Criteria. 

In this section, long term climatology and long-term trends of Heat waves over India 

are discussed using the IMD station data and IMD criteria. For this purpose, the data of 

1961-2020 have been used. The details of heat wave criteria followed by IMD are given 

in Chapter-2.  

Fig 4.1a shows the average frequency of heat wave days using the data of 1961-

2020. On an average more than 2 heat wave events occur over northern parts of the 

country and coastal Andhra Pradesh and Odisha. In some pockets, heat wave frequency 

even exceeds four in a season. Most of IMD stations are showing increasing trends of 

heat wave events during the 60-year period (1961-2020) (Fig 4.1.b) as shown by red 

triangles.  

Fig. 4.2 shows the spatial distribution of the duration (days) of heat waves. The 

plot shows that heat waves last on an average 4-8 days. In some areas of central and 

north-western India and parts of Odisha and coastal Andhra Pradesh, the duration is 

more than 8 days. Over Gujarat and Chhattisgarh, heat waves last 2-4 days. Fig. 4.2 b 

shows the long-term trends in the duration of heat waves for the individual stations 

during the period 1961-2020. It clearly shows that most IMD stations show an increasing 

trend in the duration of heat waves during the March-June season.  
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Fig 4.1 a) Heat wave average frequency during March-June for the period 1961-2020, b) 

HW frequency trends, station wise during the same period. 

 

 

Fig 4.2 a) Heat wave average total duration (days) during March-June for the period 

1961-2020, b) Station wise, HW duration trends during the same period.  

 

Fig. 4.3 a shows the maximum duration of heat waves in March and June for the 

period 1961-2020. Fig. 4.3 b shows the long-term trends of maximum duration of heat 
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waves in the same period for the individual stations. On an average, the maximum 

duration of the heatwave is 2-4 days. In some areas in central and north-western India, 

it is more than 6 days. In coastal Andhra Pradesh, the maximum duration is more than 8 

days. The maximum duration of heat waves during March to June also shows an 

increasing trend in the northern parts of the country. The trends at some stations in the 

northern parts of the country are statistically significant at 95% significance level. 

 

     

Fig 4.3 a) Maximum Duration of Heat Wave days during March-June for the period 1961-

2020, b) Station wise, trends of maximum duration of heat waves during the same 

period.  

Fig. 4.4 shows the spatial distribution of average severe heatwave (SHW) days 

from March to June for the period 1961-2020 based on the IMD criteria. This shows that 

SHW days tend to occur in the extreme northwest of India and in the eastern parts of 

India (Bihar, Jharkhand and surrounding areas), but 1-2 days during the hot weather 

season. 

Earlier studies (Pai et al. 2017, Rohini et al. 2016, Ratnam et al. 2016 a) suggested 

a link between heat waves over India and the El Nino/Southern Oscillation (ENSO). El 

Nino (La Nina) is known to cause warming (cooling) around the globe, especially over 
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the tropics. Studies have shown that the frequency and duration of heat waves 

increases during El Nino years. 

Fig. 4.5 shows the average heat wave days during a) El Nino years and b) La Nina 

years, which clearly shows that heat wave days are much more during the El Nino years 

than La Nina years. It is interesting to note that heat wave activity over the east coast of 

India however remains the same or slightly enhanced during the La Nina years. Ratnam 

et al. (2016 a) and Rohini et al. (2016) have done some detailed analysis to show how 

ENSO events can influence heat waves over India. This relationship between heat waves 

and ENSO events is further discussed in detail in Chapter 5. 

 

Fig 4.4. Spatial distribution of average Severe Heat Wave (SHW) days during March-June 

for the period 1961-2020.  

   Fig. 4.6 a shows the longest heat wave in days and Fig. 4.6 b shows the 

longest severe heat wave in days for the period 1961-2020. Over central and north-

western India and coastal Andhra Pradesh, the longest heat wave days exceed 10 days 

at many stations. Over the far northwest of India, the longest heatwave even exceeded 
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15 days. The longest severe heat wave generally lasts more than 5 days in central and 

north-western India, while it is less than 5 days over the southern peninsula including 

the Andhra Pradesh coast. 

 

Fig 4.5. Average HW days during a) the El Nino years and b) La Nina years during the 

period 1961-2020. 

 

Fig. 4.6. a) Station wise longest heat wave spell during 1961-2020 b) Station wise longest 

Severe heat wave spell during 1961-2020. 
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4.2 Heat wave climatology based on area averaged (gridded) temperature data 

In this section, heat wave statistics based on the IMD gridded data (Srivastava et al., 

2009) are discussed. Based on the gridded data, two criteria can be used to define heat 

waves. The first is the 90th percentile and the second is the Excessive Heat Factor (EHF). 

These two criteria are discussed in detail in the Chapter 2. The statistics discussed below 

are based on the 1961-2021 data and the March-June (MAMJ) period is used to 

calculate the statistics. The period 1971-2000 has been considered for calculating 

climatology and temperature deviations.  

Fig. 4.7 shows the spatial distribution of a) heat wave frequency, b) heat wave days 

and c) heat wave intensity in the period from March to June. Data from 1961-2021 were 

used for this analysis. Fig. 4.7 a shows two predominant areas for heat wave occurrence. 

One is over the central and north-western India. The other is the coastal area of Andhra 

Pradesh and Odisha. In the heat wave zone (central and north-western India), 1-2 heat 

waves occur on an average. Coastal Andhra Pradesh also experiences 1-2 heat waves 

per season. In most parts of central and north-western India, heat waves last for about 

6-8 days. Heat waves also last for about a week in the coastal Andhra Pradesh. The 

spatial distribution of the intensity of the heat waves indicates that the maximum 

temperatures in the northern parts of the country exceed 44°C during the heat waves. 

In coastal Andhra Pradesh, the intensity of heat waves exceeds 40°C. However, due to 

the higher humidity in the region (because of its proximity to the sea), heat waves can 

have huge negative impacts on human health. For example, the 2015 heat wave on the 

Andhra Pradesh coast reportedly claimed 2500 lives. 

Fig. 4.8 shows the spatial distribution of a) frequency of severe heat waves, b) 

duration (days) of severe heat waves and c) intensity of severe heat waves during the 

March to June. 
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Fig 4.7. Spatial distribution of a) heat wave frequency, b) heat wave days and c) heat 

wave intensity during MAMJ. Period 1961-2021. 

Fig. 4.8 a shows two predominant areas of severe heat waves, one over central 

and north-western India and another over the coastal Andhra Pradesh, where on 

average one severe heat wave occurs in 2 years. Severe heat waves last for about 3-4 

days over central and north-western India. During severe heat waves, maximum 

temperatures exceed 45°C in the northern parts of the country. 

Fig. 4.9 shows the long-term trends in a) HW frequency b) HW days and c) HW 

intensity, indicating that the frequency and duration of heat waves are increasing over 

central and north-western India. The frequency and duration of heat waves are also 

increasing in coastal Andhra Pradesh. The trend in duration is more than 1 day/decade. 

Most of the observed trends over central and north-western India and coastal Andhra 

Pradesh are statistically significant at 95% level of significance. Fig. 4.9 c shows that the 

intensity of heat waves (highest maximum temperatures) increased over the northern 

parts of the country, suggesting that higher maximum temperatures were observed 

during the recent heat waves. However, over the coastal Andhra Pradesh, the intensity 

of heat waves decreased. It is important to understand the physical causes for these 

observed trends.  
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Fig 4.8. Spatial distribution of a) Severe heat wave frequency, b) severe heat wave days 

and c) severe heat wave intensity during MAMJ. Period 1961-2021. 

 

Fig 4.9. Spatial distribution of a) Trend in heat wave frequency (number/decade), severe 

heat wave days (days/decade) and severe heat wave intensity (oC/decade) during 

MAMJ. Period 1961-2021. The trends which are statistically significant are shown as 

dots. 

 Fig. 4.10 a shows the average maximum heatwave days (days/season) and Fig. 

4.10 b shows the trend (days/season) of maximum heatwave days. The maximum heat 

wave days are more than 6 days over central India (Maharashtra and Vidarbha) and 

eastern parts of central India (Jharkhand, Bihar). In northwestern India, it is generally 

more than 5 days. Over the coastal areas of Andhra Pradesh and Odisha, it is more than 
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5 days. In most parts of the country, the maximum duration of the heat wave shows a 

statistically significant upward trend (Fig 4.10 b).   

 

 

 

 

 

 

 

Fig 4.10. Spatial Distribution of a) average maximum HW days (days/season) and b) Long 

term trends. The trends which are statistically significant are shown as dots.  

Fig. 4.11 shows the time series of heat wave frequency, heat wave duration and 

maximum heat wave duration averaged over northwest India (700 E-780 E, 220 N-310 N). 

The time series shows increasing trends in all three aspects of heat wave, frequency, 

duration and maximum duration. The observed trends are 0.16, 0.93 days and 0.31 days 

per decade, respectively, which are statistically significant at 95% significant level. 

Accordingly, the average duration of heat waves has increased by 6.5 days in seven 

decades (1961-20201), which is highly significant. The maximum duration has also 

increased by about 2 days in the same period. 

Fig. 4.12 shows the time series of area-averaged heat wave frequency, heat wave 

duration and maximum heat wave duration averaged over the coastal region of Andhra 

Pradesh (120 – 160 N, 780 – 810 E) based on the 90th percentile criteria. The frequency, 

duration and maximum duration of heat waves are also showing increasing trends in 

coastal Andhra Pradesh. However, the trends (0.25/decade, 1.3 days/decade and 0.45 

days/decade) are higher than the corresponding trends observed over northwest India. 

This is an interesting aspect to note and we need to find out the possible reasons for 

this.  
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Fig 4.11. Time series of area averaged heat wave frequency, heat wave duration and 

heat wave maximum duration, averaged over northwest India (70E-78E, 22N-31N), 

based on 90th percentile criteria. 

  Fig 4.13 shows the time series of area averaged heat wave frequency, 

heat wave duration and heat wave maximum duration, averaged over northwest India 

(700 E-780 E, 220 N-310 N) based on the EHF criteria. Based on the EHF criteria also, there 

are increasing trends. There are long-term increasing trends of heat wave frequency, 
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duration and maximum duration over northwest India.  However, the magnitude of the 

trends based on the EHF criteria is different from that based on the 90th percentile.  

 

 

Fig 4.12. Time series of area averaged heat wave frequency, heat wave duration and 

heat wave maximum duration, averaged over Coastal Andhra Pradesh (12-16o N, 78-810 

E), based on 90th percentile criteria. 

Fig. 4.14 shows the time series of area-averaged heat wave frequency, heat wave 

duration and maximum heat wave duration averaged over the coastal region of Andhra 

Pradesh based on the EHF criteria. As in 90th percentile criteria, there are increasing 
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trends in the frequency, duration and maximum duration of heat waves in coastal 

Andhra Pradesh, though the magnitudes are different.  

Sandeep and Prasad (2018) examined heat wave episodes over the east coast of 

India and their inter-annual variability. The heat wave episodes exhibit a significant 

intra-annual variability. Intensity of heat waves averaged over the east coast of India has 

shown an increase of 0.060 C per heat wave. The geopotential height anomaly, vertical 

velocity, and soil moisture exhibit significant intra-annual variability between the 

episodes and become decisive parameters for the maintenance and variability.  

 

Fig 4.13. Time series of area averaged heat wave frequency, heat wave duration and 

heat wave maximum duration, averaged over northwest India (700 E-780 E, 22o N-31o N) 

based on the EHF criteria. 
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Table 4.1 shows a comparison of long-term trends of heat wave frequency, 

duration and maximum duration based on these two different criteria over northwest 

India and coastal Andhra Pradesh. In general, the trends based on EHF are lower than 

that based 90th percentile. The trends over east coast of India are relatively larger than 

the trends of heat waves over central and northwest India.  

 

Fig 4.14. Time series of area averaged heat wave frequency, heat wave duration and 

heat wave maximum duration, averaged over Coastal Andhra Pradesh (120-160 N, 780-

81o E), based on EHF criteria. 
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Table 4.1 

Long term trends of frequency, duration and maximum duration of heat waves over 

northwest India and coastal Andhra Pradesh 

Area Criteria Frequency  
No/decade 

Duration 
Days/decade 

Maximum 
Duration 
Days/decade 

Northwest 
India 

90th Percentile 0.16 0.93 0.31 

EHF 0.15 0.80 0.31 

Coastal Andhra 
Pradesh 

90th Percentile 0.25 1.30 0.45 

EHF 0.12 0.66 0.32 

Singh et al. (2021) analyzed long term trends of heat wave and severe heat wave 

events using IMD’s gridded temperature data. The study found a spatio-temporal shift 

in the occurrence of heat wave events with a significantly increasing trend in three 

prominent heat wave prone regions that is northwestern, central, and south-central 

India, the highest being in West Madhya Pradesh (0.80 events/year), while a 

significantly decreasing trend was observed over Gangetic West Bengal 

(−0.13events/year). SHW events showed a southward expansion and a spatial surge 

during the decades of 2001–2010 and 2010–2016.  

In order to obtain the relationships between the characteristics of the heat 

waves, the frequency (Fig.4.15 a) and intensity (Fig.4.15 b) of the heat waves are 

presented as a function of duration and mean areal extent. This analysis was carried out 

only for the heat wave prone area of northwest India, NWI (22°-31°N, 70°-77°E). 

Fig.4.15.a provides the probability of occurrence of heat waves per year based on the 

mean areal extent and duration. The most frequent heat waves (Fig.4.15.a. ~ 0.3 to 0.5 

events per year, i.e. 16 to 27 events for 1961-2015) last 5 to 9 days with a mean 

intensity of about ~ 43°C. These heat waves have a mean areal extent of 15% to 30%. 

The moderately frequent heat waves (~0.2 events per year, i.e. 10 events for 1961-

2015) have a duration of about 10 days with a mean intensity of 41°C and a spatial 
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extent of 25% to 40%. The rare heat waves (less than 0.1 events per year, i.e. 5 events 

for the period 1961-2015) have extremely high intensities (~45°C) and a longer duration 

(~ 9-20 days). 

 

 

 

 

 

 

 

Fig. 4.15.  (a) Heat wave frequency (events year-1) as a function of mean areal extent and 

duration for AMJ season. For each bin, heat wave frequency is averaged over 1961-

2015. (b) Heat wave mean intensity (°C) as a function of mean areal extent and duration. 

For each bin, mean intensity is computed as mean Tmax during heat wave events 

averaged over 1961-2015. (After Rohini 2020). 

Table 4.2 shows the heat wave events over northwest India during the period 

1961-2021, identified using the 90th percentile criteria and Table 4.3 shows the heat 

wave events over the coastal Andhra Pradesh during the period 1961-2021 based on 

90th percentile criteria.  
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Table 4.2  

Heat wave events over northwest India as per the 90th Percentile criteria during the 

period 1961-2021 

Year Date Intensity(⁰C) Duration (days) 

1970 23Apr-27Apr 42.8 6 

11May-18May 43.5 8 

1973 20Apr-2May 42.4 13 

6May-10May 43.3 5 

1978 9May-13May 42.8 5 

1979 6Jun-10Jun 43.4 5 

1980 18Apr-22Apr 41.4 5 

1981 15Jun-23Jun 43.1 9 

1984 23May-28May 43.4 6 

1987 19Apr-23Apr 40.8 5 

26Jun-30Jun 41.6 6 

1988 10-18APr 40.8 9 

8-15May 43 8 

26-31May 43.8 6 

1989 12-23May 43.3 12 
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1992 16-21Jun 42.3 6 

1993 3-8May 42.1 6 

 
8-12Jun 42.5 5 

1994 29May-2Jun 44 5 

1995 30May-9Jun 44.3 11 

1998 21-28May 43.4 8 

1999 8-12Apr 40.9 5 

 
29Apr-5May 42.5 7 

2004 9-17Apr 40.6 9 

2005 19-23Jun 41.8 5 

2009 27Apr-1May 42.8 5 

 
20-27Jun 41.2 8 

2010 8-20Apr 43.1 13 

 
19-26May 44.5 8 

 
19-23Jun 43.3 5 

2013 18-24May 43.3 7 

2014 4-11Jun 44.4 8 
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2016 15-21May 44.7 7 

2017 12-21Apr 41.9 10 

2019 29May-11Jun 44.5 14 

 

Table 4.3 

Heat wave events over the coastal Andhra Pradesh as per the 90th Percentile criteria  

during the period 1961-2021 

Year  Date  Intensity(⁰C)  Duration (days) 

1967  1-9Jun  40.7  9 

1972  5-14Jun  40.7  10 

1973  26-30Apr  41.6  5 

1976  2-7May  41.4  6 

1980  19-28May  43.1  10 

1982  2-6Apr  39.8  5 

1983  1-21Mar  38.5  21 

1984  22-27May  41.2  6 

1985  23-28Apr  40.4  6 

1-5May  41.3  5 

1987  7-15Apr  40.3  9 
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1990  20-26Apr  40.8  7 

1992  5-10Apr  39.8  6 

1996  8-18May  41.8  12 

1997  29May-5Jun  41.3  8 

1998  19-23Apr  40.5  5 

 
27May-5Jun  42.3  15 

1999  12-16Apr  40  5 

2000  26-30Apr  41  5 

2001  10-14May  41.8  5 

2003  18May-13Jun  43.1  26 

2004  16Mar-26Mar  38.7  11 

 
14-20Apr  40.5  7 

2007  15-21May  40.9  7 

2010  1-7Apr  39.1  7 

 
9-14APr  39.7  6 

2012  18-24Mar  38.1  7 

2014  28Mar-1Apr  39.1  5 

2016  18-22Mar  39.6  5 
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1-7Apr  38.8  7 

 
11-17Apr  40.6  7 

 
19-26Apr  41.9  8 

2017  30Mar-3Apr  38.7  5 

 
16-27Apr  40.5  12 

2019  28Mar-3Apr  39.3  7 

2021  30Mar-3Apr  39.9  5 

 

4.3 Future projections of Heat Waves over India 

In the earlier sections of the chapter, we discussed the observed long-term trends of 

heat waves over India. The frequency, duration and intensity of heat waves over India 

have shown an increasing trend over the last 50-60 years. Greenhouse gas emissions 

from fossil fuels are likely the cause of this observed trend in heat waves. In the future, 

greenhouse gas emissions from fossil fuels are likely to increase further. Logically, the 

next question is what might be the heat wave scenarios over India in the future climate. 

Climate and Earth system models are the best tools available to understand future 

climate change under increased anthropogenic activities. Previous studies (Alexander 

and Arblaster 2009, Meehl and Tebaldi 2004) suggest that significant trends in 

temperature extremes in different parts of the world will continue into the twenty-first 

century. For heat waves over India, Rohini et al. (2019) examined nine CMIP5 models to 

understand how the frequency, intensity and duration of heat waves over India will 

increase due to increases in greenhouse gas emissions. They have considered the pre-

monsoon season (April-June) for the analysis of heat waves as the frequency of heat 

waves that can affect human health is much higher during this season. The IPCC RCP4.5 
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scenario for the period 2024-2060 was used to assess future climate change scenarios. 

Long-term atmospheric circulation data are also used to understand future changes. 

Despite moderate variations in daily temperatures, the CMIP5 models showed a modest 

ability to realistically simulate the observed heat waves in terms of spatial pattern and 

frequency. The models suggest an increase of about two heat waves and an increase in 

the duration of heat waves by 12-18 days over the period 2020-2064. 

In the future climate change scenario, the southern parts of India and the coastal 

areas of India, which are not currently affected by heat waves, are likely to be affected 

by heat waves. The spatial trend analysis of heat wave frequency (HWF) and heat wave 

duration (HWD) indicates that both HWF and HWD will increase significantly in central 

and north-western India, by 0.5 events per decade and 4-7 days per decade, 

respectively. Fig. 4.16 shows the observed and future changes in the frequency and 

duration of heat waves over northwest India as derived from 9 CMIP5 models and the 

multi-model ensemble model (MME). All CMIP5 models indicate a systematic increase in 

both the frequency and duration of heat waves over central and northwest India. 

According to the MME, northwest India could experience about 4 heat waves per 

season with a total duration of 30 days by 2060. This is a significant increase from the 

present climate. 

As shown in Fig. 4.17, the future increase in heat waves is supported by the 

strengthening of the mid-tropospheric high and the associated subsidence over central 

and northwest India. Land surface processes such as soil moisture depletion and 

increased sensible heat fluxes are also responsible for the increase in heat waves. The 

CMIP5 models also suggest that El Nino Modoki events (with maximum warming over 

the central Pacific) may be responsible for the longer and more frequent heat waves 

over India in the future climate.  
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Fig 4.16 a. Time series of frequency (number/year) of heat waves averaged over the 

northwest Indian region 220-320 N, 700-780E as derived from observations and CMIP5 

models. The IMD observations are shown in black colour. Model simulated frequency 

during the historical period (1961-2005) is in blue colour and future projection (2006-

2064) is in red colour. (After Rohini et al. 2019).  
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Fig 4.16 b. Time series of duration (days/year) of heat waves averaged over the 

region 220-320 N, 700-780E as derived from observations and CMIP5 models. The IMD 

observations are shown in black colour. Model simulated frequency during the historical 

period (1961-2005) is in blue colour and future projection (2006-2064) is in red colour. 

(After Rohini et al. 2019).  
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Fig 4.17. Composite anomaly of geopotential height (m) and wind vector at 500 hPa 

level from the CNRM-CM5 model during heat wave events a) historical period (1961-

2005), b) future projection (2020-2064) and c) difference between future and present 

(Future-present). The period 1961-1990 was used as reference period for calculating the 

climatology. (After Rohini et al. 2019). 
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Mishra et al. (2017) studied the exposure to heat waves in India in the current, 1.50C 

and 2.00C warming scenarios. They characterized the maximum potential exposure of 

people (without passive/active reduction measures) to severe heat waves in India. They 

showed that the frequency of severe heat waves will increase by 30 times the current 

climate by the end of the 21st century if the global average temperature is limited to 2.00 

C above pre-industrial conditions. In contrast, the frequency under the RCP8.5 

(business-as-usual" emissions) scenario will be about 2.5 times higher (than under the 

low warming scenario). Under the low warming target of 2.00 Celsius, population 

exposure to severe heat waves is projected to increase by 15 and 92 times current levels 

by the middle and end of the 21st century, respectively.  

Mukherjee and Mishra (2018) used observations and model simulations from 

climate of 20th Century plus detection and attribution (D&A) and CMIP5 models to show 

that 1 and 3-day concurrent hot day and hot night (CHDHN) events have significantly 

increased. The frequency of 3-day CHDHN events is projected to increase 12-fold the 

current level by the end of 21st century and 4-fold by the mid-21st century under the 

high emission pathway of RCP 8.5. The increase in 3-day CHDHN be limited to only 2-

fold by the end of 21st century under low emission scenario of RCP 2.6. Restricting global 

mean temperature below 1.5° from the pre-industrial level can substantially reduce the 

risk of 1 and 3-day CHDHN events and associated implications in India. 

Ullah et al. (2022) examined projected heat stress and associated socio-economic 

stress in South Asia and its sub-regions using CMIP6 model data and GDP projections. 

They considered two common socio-economic pathways (SSP), namely SSP2-4.5 and 

SSP5-8.5, and three time periods: short-term, medium-term and long-term compared to 

the baseline period (1985-2005). The study found that the South Asian region has the 

potential for widespread changes in global wet bulb temperature (WBGT) of 6.50°C, 

which could exceed the theoretical limits of human tolerance by the mid-21st century. It 
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is noteworthy that the climate effect is more dominant than the population effect, while 

the changes in the GDP effect contribute to the overall change in GDP exposure. 

Das and Umamahesh (2021) examined the future projection of heat waves over 

India using 13 CMIP5 and 12 CMIP6 model simulation data. The Heat Wave Magnitude 

Index (HWMI) was used to characterize heat waves over India. The study found that 

maximum temperatures are likely to increase in the future, leading to more intense, 

frequent and prolonged heat waves over India. Large regions in the south, northeast 

and west of the country, which are currently unaffected, are expected to be severely 

affected by heat waves.  

Dubey et al. (2021) and Dubey and Kumar (2022) have undertaken an analysis of 

future projections of heat wave characteristics and dynamics over India using a high-

resolution regional earth system model (ROM). The heat wave characteristics simulated 

by ROM are largely consistent with observations, although some discrepancies have also 

been noted. The typical synoptic features associated with heatwave days for the 

identified regions show the presence of an elevated geopotential height with an 

anomalous anticyclonic structure forming an atmospheric blockade over every region 

except the southeast coast. The projected frequency will double and the average 

duration will increase by 8-12 days per season by the end of the century. Severity will 

also increase by 2°-3 °C. Similarly, future dynamic features will be associated with an 

increase in geopotential height (thickness) and a gradual decrease in potential vorticity. 

According to the study, the frequency of heat waves will more than double by the end 

of the century in most regions except the Himalayas and the northeastern hills. The 

duration of heatwaves is also expected to increase by 8-12 days in most parts of the 

country. The severity of heat waves is also likely to increase by 2-30°C in the distant 

future. 

 Murari et al. (2015) examined intensification of future severe heat waves in India 

and their effect on heat stress and mortality. Their study revealed that heat waves are 
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projected to be more intense, have longer durations and occur at a higher frequency 

and earlier in the year. Southern India, currently not influenced by heat waves, is 

expected to be severely affected by the end of the twenty-first century.  

Therefore, there is a general consensus that under future climate change, both the 

frequency and duration of heat waves are likely to increase significantly. Those regions 

where heat waves are not as frequent (such as the southern peninsula) are likely to be 

more affected in the future. 
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Chapter 5 

Physical Mechanisms of Heat Waves 

In the earlier chapters, we have discussed the observed climatology and long-

term trends in heat and cold waves over India. There are systematic long-term 

increasing trends in heat waves (frequency, duration and intensity) over India. On the 

other hand, the frequency of cold waves is decreasing over the same period, suggesting 

that increase in temperatures is the main cause of these observed trends. Natural 

variability must also have played some role in modulating the frequency and intensity of 

heat waves. In this chapter, we discuss the physical mechanisms of heat waves in terms 

of large-scale dynamics and local or regional influences. The physical mechanisms of 

cold waves will be discussed in Chapter-6.  

Heat waves are basically meteorological events, even when studied from a 

climatological perspective. Most heat waves last for about a week. The development of 

heat waves is caused by the synoptic environment and the interaction of large- and 

small-scale processes. Previous studies have shown that heat waves are usually 

associated with anticyclonic flows in the middle and upper troposphere that extend into 

the lower troposphere and dynamically lead to strong subsidence, clear skies, warm air 

advection and prolonged hot conditions at the surface (Black et al. 2004; Meehl and 

Tebaldi 2004; Perkin 2015). The blocking high (anticyclone) in the upper level, which 

blocks the passage of synoptic transients, has been responsible for many extreme heat 

waves, such as the 1995 Chicago heat wave (Meehl and Tebaldi 2004), the 2003 

European heat wave (Black et al. 2004; Vautard et al. 2007; Vautard et al. 2013) and the 

2010 Russian heat wave (Dole et al. 2011; Trenberth and Fasullo 2012). The persistent 

highs associated with the subtropical ridge are responsible for heat waves over Australia 

(Parker et al. 2014, Perkins 2015). In the Northern Hemisphere, the blocking/sustained 

highs responsible for heat waves are centred over the affected area (Black et al. 2004; 

Della-Marta et al.2007). Anticyclonic anomalies are often part of a large-scale stationary 
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Rossby wave pattern (Ratnam et al. 2016 a). Recent studies suggest that atmospheric 

Rossby waves have expanded meridionally in recent decades due to Arctic amplification 

(Francis and Vavrus 2012). These slower propagating Rossby waves in 500-hPa height 

fields favour heat waves (Francis and Vavrus 2012; Parker et al. 2014). All these studies 

suggest that the necessary ingredients of heat waves are persistent/blocking high-

pressure systems (Perkins 2015 and reference therein). 

Bedekar et al. (1974) while examining the heat waves over India found the 

following favourable factors for occurrence of heat waves. 

a) Hot dry air should prevail over the concerned region 

b) There should be a region of warmer dry air and an appropriate flow pattern 

for transporting the air over the region 

c) There should be little or no moisture present in the upper air over the area  

d) Sky should be practically cloudless to allow maximum insolation over the 

region. 

e) The lapse rate should approach dry adiabatic in the airmass to allow warming 

to a considerable depth  

f) There should be a large amplitude anticyclonic flow or thickness values should 

be considerably above normal in all layers. 

Along with blocking/persistent high-pressure systems, the land surface processes 

also play a significant role in intensifying the heat waves (Alexander 2011; Hirschi et al. 

2011; Mueller and Seneviratne 2012; Perkins 2015; Miralles et al. 2012, 2014). There are 

many observational as well as model simulated studies to understand the influence of 

land surface processes mainly on dry soil on heat wave across the globe (Diffenbaugh et 

al. 2005; Seneviratne et al. 2006; Seneviratne et al. 2010; Seneviratne et al. 2014; 

Fischer et al. 2007a, 2007b; Lorenz et al. 2010; Alexander 2011; Hirschi et al. 2011; 

Mueller and Seneviratne 2012; Nicholls 2012). Land surface processes affect extreme 

temperatures through changes in the lowest layer of atmospheric boundary layer. 
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The effects of soil moisture on temperature extremes are explained in Fig. 5.1 

(taken from Alexander 2011). When the land surface is sufficiently moist, surface energy 

is balanced by the release of latent heat flux (Fig. 5.1a.) through evapotranspiration, 

which cools the surface and increases the concentration of water vapour in the 

atmosphere. This process leads to cloud formation near the surface. On the other hand, 

a dry soil increases the sensible heat flux (Fig. 5.1.b), resulting in a deeper, warmer and 

drier atmospheric boundary layer, which tends to inhibit cloud formation. Under dry 

conditions, an increase in sensible heat flux leads to warming of the near-surface 

atmosphere and creates a positive land-atmosphere feedback that tends to amplify heat 

waves (Alexander 2011). 

 

 

 

Fig. 5.1. Changes in the role of the land surface on temperature when soils are wet (a) 

and dry (b). A smaller boundary layer and sensible heat flux, and an enhanced latent 

heat flux occurs when soils are wet, however this is reversed under dry conditions. This 

explains in a simple context the coupling of drought and heat waves. Source (Taken 

from Fig. 1 of Alexander (2011)). 
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Variability in climate modes is another factor influencing heat waves (De and 

Mukhopadhyay 1998; Kripalani and Kulkarni 1999; Kenyon and Hegerl 2008; Alexander 

and Arblaster 2017; Arblaster and Alexander 2012; Hu et al. 2011, Hu et al. 2013; Wang 

et al. 2014; Rohini et al. 2016; Ratnam et al. 2016 a; Murari et al. 2016). Previous studies 

(Black and Sutton 2007; Alexander et al. 2007; Feudale and Shukla 2010) indicated the 

relationship between global sea surface temperature (SST) and heat waves. Variability in 

global SST anomaly patterns is important for modulating extreme temperatures 

(Alexander et al. 2007; Black and Sutton 2007). 

A handful of studies investigated that climate mode variability, especially the El 

Nino/Southern Oscillation (ENSO), has a significant impact on extreme temperature 

events in many regions such as Europe, the Americas, Australia, India, China and South 

Korea, and Africa (De and Mukhopadhyay 1998; Kripalani and Kulkarni 1999; Kenyon 

and Hegerl 2008; Arblaster and Alexander 2012; White et al. 2014; Murari et al. 2016; 

Sun et al. 2016; Lee and Lee 2016; Luo and Lau 2019). However, the relationships 

between regional heat waves and ENSO depend on the mode phase, i.e. El Nino or La 

Nina (Arblaster and Alexander 2012; Luo and Lau 2019). 

The Atlantic Multidecadal Oscillation (AMO) is a large-scale pattern of 

multidecadal variability in North Atlantic SST that has a significant impact on global and 

regional climate (Chylek et al. 2014). A study from the UK suggests that the AMO has an 

influence on variability in the frequency and duration of heatwaves (Sanderson et al. 

2017). The AMO is also linked to the multi-decadal variability of summer heatwaves 

over Western Europe (Della-Marta et al. 2007). Over Australia, seasonal extreme 

temperatures are influenced by variability in climate modes such as ENSO, the Indian 

Ocean Dipole (IOD) and the Southern Annular Mode (SAM) (Nicholls et al. 1996; Min et 

al. 2013; Perkins 2015). 

The impact of climate mode variability on heat waves in the Indian region is not 

well understood except for a few studies (De and Mukhopadhyay 1998; Pai et al. 2013; 
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Rohini et al. 2016, Murari et al. 2016). Murari et al. (2016) observed that warmer and 

prolonged heat waves occurred over India during the El Niño years. A better 

understanding of the physical drivers that lead to the occurrence of heat waves will be 

helpful for better predictability of these high-impact events. 

5.1 Composite Analysis of Heat Waves over India 

In this section, various aspects of the physical mechanisms of heat waves over 

India are discussed. To understand the physical mechanisms, a composite analysis has 

been carried out. For this purpose, a list of major heat waves that have occurred over 

NW India is provided. Then, a composite analysis of geopotential height and wind 

anomalies at 200 hPa and 500 hPa levels was carried out for the selected major heat 

wave events. The major heat waves were identified using the averaged daily maximum 

temperatures of an area (NWI, 22°-31°N, 70°-77°E, i.e. an area prone to heat waves) 

meeting the heat wave criteria (Tmax 90th percentile criteria) for five consecutive days. 

The heat waves thus identified are listed in Table 5.1.  

The wind anomalies averaged for these events at 200 and 500 hPa levels are 

shown in Fig.5.2 a and b, respectively. The composite anomalies indicate the presence 

of positive height anomalies and anomalous anticyclonic flow over the northern parts of 

India at the 200 hPa level, which also extends to the 500 hPa level. The composite also 

shows the presence of a quasi-stationary Rossby wave pattern with anomalous cyclonic 

and anticyclonic flow over the northern mid-latitudes. There is an anomalous blocking 

high over the North Atlantic and adjacent Europe and an anomalous low over central 

Asia. The anomalous high and associated anticyclonic flow is observed over the northern 

parts of India, the area where heat wave activity is predominant. The blocking highs 

prevent the mixing of cold polar air with warm tropical air, leading to surface warming. 
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Table 5.1 

List of Severe Heat Wave Events over NW India 

Year Heat Wave Spell Year Heat Wave Spell 

1967 23-29 Jun 1994 28 May-4 Jun 

1970 23-27 Apr 1995 7-11 May,29 May-6 Jun 

1971 8-12 Apr 1998 15-28May 

1973 27Apr-2May 1999 6-12 Apr, 29Apr-4 May 

1980 1-6 Jun 2002 1-8May 

1981 15-23 Jun 2003  31May-5Jun  

1987 18-23 Apr, 26-30 Jun 2005  18-22Jun  

1988 13-18Apr, 6-14May 2006  4-8May  

1989 15-23 May 2009 27 Apr-2 May 

1991 31-7 Jun 2010 5-11 Apr,13-19 Apr,12-17May, 
19-26May 

1992 11-21 Jun 2012 2-10 Apr 

1993 8-12 Jun 2013  17-23May  

However, the anomalous high pressure over the northern parts of India is not 

associated with the classical blocking (as observed in the European heat waves), but 

with a subtropical high commonly referred to as a persistent high (Perkin 2015 and 

reference therein). The persistent high and associated anticyclonic flow in the middle 

and upper troposphere causes a sinking motion that leads to surface heating due to 

adiabatic compression. Fig.5.3 a shows the vertical velocity at 500 hPa, indicating a 

sinking motion (with positive values of omega) over the northern parts of the country. 

These atmospheric conditions are also associated with depleted soil moisture (as 

shown in Fig.5. 3.b) and reduced precipitable water content over the northern parts of 

the country (Fig.5.3.c). These conditions are also combined with clear skies with large 
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positive anomalies of outgoing longwave radiation (OLR) (Fig.5. 3.d). Previous studies 

(Seneviratne et al. 2006; Fischer et al. 2007a, 2007b; Lorenz et al. 2010) showed that soil 

moisture-temperature interactions increase summer temperature variability, resulting 

in extreme temperatures when soil moisture is low. Reduced soil moisture leads to 

reduced latent heat transfer into the atmosphere, but enhanced sensible heat transfer 

induces positive feedback between atmospheric heating and further drying of the soil. A 

dry soil moisture condition along with persistent high (anticyclone) amplifies the 

positive feedback and enhances surface warming. 

To further understand the occurrence of heat waves, an analysis was made from 

5 days prior to the onset of heat wave up to the last day of heat wave and each event 

has been analyzed individually. Since duration of each heat wave events are different, 

for making a composite, 5 days from the onset date were considered. However, the 

entire duration was considered for the analysis of individual events. Composite analysis 

using ERA-Interim data set is presented here. 

The analysis suggests that the slowly developing mid-tropospheric anticyclone is 

the main synoptic component of the heat wave over India. It starts developing over 

North Africa and Saudi Arabia, 5 days before the onset of the heat wave, and is 

established over India by the 2nd day of the heat wave (Fig.5.4). The composite anomaly 

of Tmax and Tmin during each day of the heat wave is shown in Fig.5.5. Both Tmax and 

Tmin show an increase in temperature (Fig.5.5) during the development of the 

anticyclone (Fig.5.4). The adiabatic compression of the air by the anticyclone contributes 

to the high surface temperatures during the heat waves over NWI. A large positive 

anomaly (> 1.5°C) of Tmin is observed from the first day of the heat wave over NWI 

(Fig.5.5). Elevated Tmin does not allow the necessary nighttime cooling to compensate 

for the high Tmax during heat waves (De et al. 2005). The analysis of all heat wave 

events shows that the occurrence of these events depends mainly on the anticyclones 

of the middle and upper troposphere. 
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Fig 5.2. Composite anomalies of geopotential height (gpm) and vector winds at 

(a) 200 hPa level and (b) 500 hPa level during the major heat wave events. The major 

heat wave events are given in Table 5.1. The geopotential height in gpm is shown as 

shaded and the winds are shown as vectors (Taken from Rohini 2020). 
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Figure 5.3. Composite anomalies of (a) 500 hPa Omega (Pa sec-1) (b) Soil Moisture 

(fraction) (c) columnar precipitable water (Kg m-2) and (d) Outgoing Long wave Radiation 

(W m-2) during the major heat wave events (Table 5.1). (Taken from Rohini 2020). 

A similar analysis as in Fig. 5.5, as well as a time series analysis over NWI (heat 

wave prone area) was performed for each dynamic and physical parameter (such as 

wind, geopotential height, omega (vertical velocity), sensible heat flux, latent heat flux, 

soil moisture, OLR, net shortwave and net longwave radiation). This analysis shows that 

each event is influenced by large-scale dynamics. However, the influences of regional 

factors such as land surface processes vary from event to event. Therefore, the 

composite analyses (as in Fig.5.5) of these parameters are not shown here. However, 
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the analyses of the individual events show that the amplified events are largely 

influenced by land surface processes. 

A detailed analysis of the surface energy budget and the dynamics of the large-

scale currents associated with these heatwave events showed that land surface 

processes do not necessarily play a dominant role in all events, except for the more 

intense events. Therefore, only the most intense events are considered for the analysis 

of the surface energy budget, discussed in the next section. 
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Fig. 5.4 Composite anomalies of geopotential height (m) and vector winds at 500 hPa 

level from 5 days prior to, to day 5 of heat wave event. 

 

 

Fig. 5.5 Composite anomalies of Maximum temperature (Tmax °C; Left panel) and 

Minimum temperature (Tmin °C; Right panel) from 5 days prior to, to day 5 of heat wave 

event. 

5.2 Analysis of Surface Energy Budget during heat waves 

The physical processes which affect the surface radiation budget are also 

responsible for the temperature variations (Zhang et al. 2011). Surface temperature (T) 

variation with respect to time is expressed as follows (Oueslati et al. 2017) 

 

LHSHLWRSWR
t

T
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where Cs is the surface layer heat capacity, SWR is net shortwave radiation at surface, 

LWR is net long wave radiation at surface, SH is the surface sensible heat flux, and LH is 

the surface latent heat flux. 

Based on 13 severe heat waves (Table 5.2), a composite analysis was performed 

based on ERA reanalysis data. Heatwave events were identified based on daily 

maximum temperatures averaged over the area (22°-31°N, 70°-77°E) that met the 

heatwave criteria (Tmax90 criteria). The role of surface radiation fluxes (shortwave and 

longwave radiation) and turbulent fluxes (sensible and latent heat fluxes) in modulating 

temperature during heatwave events was investigated. The results are shown in Fig.5.6. 

 

Positive net shortwave radiation anomalies (SWR; Fig. 5.6.a) are observed in the 

northern and central parts of India during heat waves. This shows that the incoming 

solar radiation reaching the earth's surface is higher during these periods due to 

Table 5.2  

List of 13 severe heat wave events over NWI, used for composite 

analysis of surface energy budget analysis 

Year Heat wave Spell Year Heat wave Spell 

1981  15-23 Jun  2003  31May-5 Jun  

1988  6-14 May  2005  18-22 Jun  

1989  15-23 May  2006  4-8 May  

1993  8-12 Jun  2010  12-17 May, 19-26 May  

1998  15-28 May  2013  17-23 May  

1999  29 Apr-4 May  2014  2-11 Jun  
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absence of clouds (Fig. 5.6.b). Earlier it was discussed that heat waves over India are 

associated with an anomalous persistent high with anticyclonic flow complemented by 

clear sky and depleted soil moisture. The cloudless sky during the heat wave increases 

SWR at the surface, which in turn increases the anomalies in warm surface temperature. 

Strong negative net longwave radiation (LWR) anomalies, considered positive 

downward; Fig. 5.6.b) are observed in heatwave-prone areas, indicating that more 

infrared radiation is emitted from the Earth's surface into the atmosphere as the surface 

temperature increases due to stronger solar radiation. Positive SWR and negative LWR 

values indicate the absence of clouds over this region, which is due to anticyclonic 

conditions in the upper air. 

Turbulent flow anomalies at the surface play an important role in intensifying the 

heat waves. During heat waves over northwest India, less precipitable water and lower 

soil moisture (Fig. 5.6.b and c) are observed. This condition leads to a decrease in 

evapotranspiration at the surface, which could further reduce the latent heat flux at the 

surface (Fig. 5.6.d) and increase the air temperature at the surface over this region. The 

LHF anomalies at the surface result from the anomalies in wind speed at the surface and 

the difference in specific humidity between the surface and the air at 10 m height. 

Negative latent heat flux anomalies (Fig. 5.6.d) are observed over northwest India 

during the heat wave. 

To achieve the surface energy balance (Bowen Ratio) in dry soil, the hot land 

surface releases a large amount of sensible heat flux (SHF) during these events. Positive 

SHF anomalies at the surface (Fig. 5.6.c) occur as a result of the higher surface 

temperature due to the increased SWR at the surface in the absence of clouds together 

with the lower soil moisture. Increased SHF at the surface results in a deeper, warmer 

and drier atmospheric boundary layer (Fig.5.7 a), which together with the upper 

anticyclonic condition tends to inhibit cloud formation. An increase in SHF at the surface 
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contributes to the warming of the near-surface atmosphere and creates a positive land-

atmosphere feedback that tends to amplify and prolong heat waves. 

 

Fig. 5.6 Composite anomalies of (a) surface net short wave radiation (SWR; W m-2) and 

(b) surface net long wave radiation (LWR; W m-2) (c) surface sensible heat flux (SHF; W 

m-2) (d) surface latent heat flux (LHF; W m-2) during heat wave events mentioned in 

Table 5.2. Radiative fluxes (SWR and LWR) are counted positive downward. Turbulent 

fluxes (SHF and LHF) are positive upward. 
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Fig. 5.7 Composite anomalies of (a) Maximum PBL height (Km) (b) Total cloud cover 

during heat wave events mentioned in Table 5.2.  

5.3 Dynamical factors influencing heat waves over northwest India 

To understand the dynamics of large scale flow associated with the 

occurrence of heat waves over India, a composite analysis of various dynamical 

parameters from Era Interim reanalysis was made with all heat wave events having 

minimum 5-day duration during the period 1981-2015. The results of the composite 

analysis are shown in Fig 5.8. 

An area of large positive temperature anomaly at 850 hPa (Fig.5.8 b) extends 

over northern and central India, indicating prevailing heat wave conditions. During heat 

waves, the positive temperature anomalies extend even into the lower troposphere. 

The sea level mean pressure anomalies (Fig.5.8 a) show an anomalous low pressure area 

over the Indian landmass over NWI, indicating that northerly and northwesterly winds 

bring more dry air to this region (Fig.5.8 c). The negative pressure anomalies also 

indicate higher surface air temperatures over the region. The dryness of the atmosphere 

over this region is also evident from the specific humidity anomalies at 850 hPa and 925 
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hPa (Fig.5.9). The composite analysis of the synoptic features suggests that a slow-

moving transient anticyclone extending to 850 hPa in the lower troposphere with a heat 

low (Fig.5.8c) at the surface accompanied by a northerly to northwesterly flow and a 

deep layer of warm air are the general dynamic features of the heat waves over 

northwest India. 

 
 

 

Fig. 5.8 Composite anomalies of (a) Mean Sea Level Pressure (MSLP; hPa), (b) 850 

hPa temperature (K) (c) 850 hPa meridional wind (m s-1) during heat wave events. 
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Fig. 5.9. Composite anomalies of Specific Humidity (kg kg-1) at (a) 850 hPa (b) 

925 hPa during the heat wave events.  

 

Ratnam et al. (2016 a) found that the anomalous anticyclone observed over India 

during the heat wave is part of a quasi-stationary wave propagating from northwest 

Africa and related to blocking over the North Atlantic. The evolution of the 350-K 

potential vorticity (PV) anomaly from 4 days before the onset of the heatwave to the 

third day of the heatwave is shown in Fig.5.10. It gives an idea of the propagation of the 

atmospheric waves that led to the development of the heat wave over India. The 

anticyclonic PV develops slowly over Iran from the 2nd day before the heat wave and has 

developed over India on the 2nd day of the heat wave. Rathnam et al. (2016 a) suggested 
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that the expansion of cyclonic vorticity over western North Africa creates a source of 

anomalous Rossby waves near the entrance of the African Jet at 200 hPa, which in turn 

leads to the formation of an anomalous anticyclone over NW India. During heat waves, 

these Rossby waves increase in amplitude, move eastward and become established over 

NW and central India by the 3rd day of the heat wave (Fig. 5.10). The anomalies of 250-

hPa meridional winds (Fig.5.11) also show the presence of a Rossby wave. Strong 

westerly winds during the AMJ season (Fig.5.11) can lead to the eastward propagation 

of these Rossby waves. The formation of an upper-level anticyclonic PV anomaly over 

northwest India indicates local dynamic conditions consistent with those responsible for 

the formation of heat waves over India. 

The Hovmöller diagram (time-length diagram) of the 350-K PV anomalies and the 

250-hPa meridional wind anomalies from 12 days before the onset to 7 days after the 

end of all heat waves (see Fig. 5.12) shows the mean propagation of the wave packets. 

350-K PV anomalies and 250 hPa meridional wind anomalies are averaged over latitude 

28°-32°N to produce Hovmöller diagrams. About 3-4 days before the onset of a 

heatwave, the mean high pressure area in this latitude band is most pronounced over 

50°-65°E and moves eastwards. From 3 days before the onset of the heat wave, the dry 

regions (Pakistan, Afghanistan, Kuwait, etc.) are dominated by an area of high pressure. 

Up to 5 days after the end of the heatwaves, the entire latitudinal belt (28°-32°N) is 

dominated by an anticyclonic 350-K PV anomaly over longitude 60°E-100°E. Hovmöller 

diagrams of these two parameters (250 hPa meridional wind anomalies and PV 

anomalies) show a similar evolution of the wave packets, with wavelengths of about ~ 

6000 km and a phase velocity of about ~ 8 m s-1 (values calculated from the graph). 
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Fig. 5.10 Composite anomalies of (a) 350-K Potential vorticity (PV; PVU) from 

4 and 2 days prior to, to day 3 of heat wave event. (Taken from Rohini 2020). 
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Fig. 5.11 Composite anomalies of 250 hPa meridional wind (m s-1) from 4 and 

2 days prior to, to day 2 of heat wave event. (Taken from Rohini, 2020). 
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Fig 5.12 Hovmöller diagram from 12 days prior to onset up to 7 days 

subsequent to termination of all heat waves during 1981-2015. The latitude 

band averaged is 28°N-32°N: (left) 350-K PV anomalies (PVU) (right) 250-hPa 

meridional wind anomaly (m s-1). (Taken from Rohini 2020) 

 

 

Fig. 5.13 Mean vertical cross section of omega (Pa s-1) anomalies from 2 days prior to 

day 1 of all heat waves at 71.25°E longitude (Centre of anticyclone over India). (Taken 

from Rohini 2020) 
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Fig 5.14 The composite anomaly of 350-K Potential Vorticity (PVU) during heat 

wave events. (Taken from Rohini 2020).  

The latitude-height cross-section of vertical velocity (Omega) for all heat waves at 

71.25° E longitude is shown in Fig.5.13. The centre of the anticyclonic anomaly is located 

approximately at 71.2° east longitude (Fig.5.14). During the two days preceding the 

onset of the heatwave, a region of ascent develops around 0°-10°N with a strong 

descent over 18°N-32°N. The air becomes warmer due to adiabatic compression (by the 

high-pressure area), which in turn contributes to high surface temperatures over NWI. 

The suppressed cloud formation due to the mean descent in this region contributes to 

the warming of the surface due to the increased solar radiation. This suggests that both 

advection of warm air from the northwestern part of India and adiabatic descent of air 

over this region contribute to the extreme warming. 

5.4. Dynamical factors influencing heat waves over East Coast of India. 

In this section, dynamical factors causing heat waves over the east coast of India 

are discussed. These discussions are based on the results of Ratnam et al. (2016 a).  

Fig. 5.15 shows the anomalies of outgoing longwave radiation (OLR), stream 

function, SST, mean sea level pressure and moisture flux averaged for all heat waves 

that occurred over the east coast of India (Table 5.1).  
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Table- 5.1 

Heat wave events over the east coast of India considered for composite analysis 

(Taken from Ratnam et al. 2016 a) 

29 May- 4 June 1983 10 May-17 May 1996 14 May- 20 May 2008 

01 May-07 May 1985 29 May-07 June 1997 26 May-03 June 2010 

07 June-13 June 1986 09 May-15 May 2002 30 May-06 June 2012 

17 May-23 May 1986 25 May-13 June 2003  

7 May-13 May 1994 15 May-21 May 2007  

 

Positive OLR anomalies over southern India and along the east coast of India 

indicate that the region is cloud-free. The 200 hPa composite eddy current function 

anomalies show a pair of anticyclonic anomalies over the western Pacific, similar to the 

Matsuno-Gill response to tropical Pacific cooling. Since the eddy current function 

anomalies over the Indian region do not show significant values, it can be assumed that 

the heat waves over the east coast of India are not caused by the quasi-stationary 

Rossby waves. There is also a significant anticyclone over the southern tip of India, 

which is indicative of the westerly winds emanating from the Indian landmass. Negative 

SST anomalies are observed over the equatorial central-east Pacific. Fig. 5.15 also shows 

an anomalous low pressure area along the east coast of India, indicating winds blowing 

out of India along the east coast. Moisture transport indicates that moisture from the 

Indian landmass is transported westwards, which significantly reduces the specific 

humidity over the region. The land-sea breeze, which is the main source of moisture 

over the coastal regions, is reduced by the anomalous circulation pattern over the 

region associated with tropical Pacific conditions. The reduction in moisture and 

convective activity over the regions leads to an increase in temperatures and thus heat 

waves. 
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Fig 5.15. (a) Significant OLR anomalies of the composite of heat wave events over the 
east coast of India. (b, c) same as (a) but for streamfunction (X 106m2s-1) anomalies at 
200 hPa and 850 hPa respectively. (d,c) same as (a) but for significant SST (oC) and Mean 
Sea Level pressure anomalies. (f) same as (a) but for the significant moisture flux (kg m-

1s-1) anomalies (vector) and the specific humidity (kg/kg) anomalies shaded at 850 hPa. 
(Taken from Ratnam et al. 2016 a).  

Ratnam et al (2016 a) made a case study of heat wave which occurred during 

May 2015 to examine the dynamical factors causing the heat wave. The 2015 Indian 

heat waves claimed more than 2500 lives. Fig 5.16 shows eddy streamfunction 
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anomalies at 200, 500 and 850 hPa, meridional wind anomalies at 200, 500 and 850 hPa, 

specific humidity, moisture flux, OLR and temperature anomalies.  

 

 
Fig 5.16. a) Eddy Streamfunction (X 106m2s-1) anomalies at 200 hPa averaged over 21-31 
May, 2015. (b, c) same as (a) but at 500 hPa and 850 hPa respectively. (d) 200 hPa 
meridional wind anomalies (contour) and zonal wind (shaded). (e ) same as (d) but for 
850 hPa specific humidity (Kg/Kg) anomalies (shaded) and moisture flux (kgm-1s-1) 
anomalies (vector). (f,g) same as ad but OLR and 850 hPa temperature anomalies 
respectively. (Taken from Ratnam et al. 2016 a).  

An anomalous atmospheric blockage and associated cyclonic anomaly south of it 

is clearly evident in the North Atlantic. A wave train from West Africa is clearly visible in 

the meridional wind anomalies at 200 hPa along the westerly jet contributing to the 
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anticyclonic anomaly over India. The cyclonic anomaly over India extends over parts of 

northwest India, central India and parts of the east coast of India. The anomalous 

cyclone over India transports anomalously dry air from northwest India inland. The 

transport of anomalously dry air from the northwest leads to anomalous reduction in 

humidity over the northern parts of India and along the southeast coast of India. The 

reduction in humidity is also evident from the positive OLR anomalies observed during 

the May 2015 heat wave. The clear sky increases the solar radiation over the surface 

and hence the temperatures. 

5.5. Role of climate modes on the variability of heat waves 

Studies on the role of climate variability in the occurrence of heat waves are 

needed to understand the influence of large-scale dynamics and its possible role in heat 

wave predictability. The role of the El Nino/Southern Oscillation (ENSO), the North 

Atlantic Oscillation (NAO) and the Pacific Decadal Oscillation in temperature extremes 

has been investigated in previous studies (Della-Marta et al. 2007; Kenyon and Hegerl 

2008; Alexander and Arblaster 2009; Arblaster and Alexander 2012; Sanderson et al. 

2017). To investigate the possible relationships between heat wave events and tropical 

sea surface temperature (SST) anomalies, Rohini et al. (2016) conducted a canonical 

correlation analysis (CCA) using April-May-June (AMJ) SST and heat wave duration for 

the period 1961-2013. The spatial patterns and CCA time series of the first mode (CCA1) 

are shown in Fig. 5.17. The first mode for heatwave duration explains about 31% of the 

variability and that for SST 26.9%. The first SST spatial mode shows a large loading over 

the tropical Indian Ocean (Fig. 5.17.a), indicating a large influence of the tropical Indian 

Ocean on the occurrence of heat waves over India.  
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The first spatial mode of the heatwave shows a heavy load over the northwest of 

India with an opposite phase over the northeastern parts of the country (Fig.5.17.b). 

Fig. 5.17 The first canonical mode of the canonical correlation analysis of April-June SST 

and heat wave duration days for the period 1961-2013. (a) Spatial mode of SST (b) 

spatial mode of heat wave duration and (c) time series of first mode of SST(Black) and 

heat wave duration (Red). In (c), the time series of SST averaged over the equatorial 

Indian Ocean (10°S-10°N, 50°E-100°E) is shown in blue color line. (After Rohini et al. 

2016) 

The canonical time series of the first mode can also be seen in Fig. 5.17.c, which 

shows increasing trends in both SST and heatwave duration. Thus, the first canonical 

mode represents the increasing trends in the duration of heat waves over India and 

indicates the possible role of SST anomalies in the tropical Indian Ocean. The time series 

of SST anomalies averaged over the tropical Indian Ocean (10°S-10°N, 50°E-100°E) is also 
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shown in the same figure. The time series of the tropical Indian Ocean SST shows an 

increasing trend, as reported in previous studies (Roxy et al. 2014; Roxy et al. 2015). 

Therefore, the increasing trend in the duration of heat waves over the Indian 

subcontinent is partly influenced by the increasing sea surface temperatures over the 

tropical Indian Ocean. Positive SST anomalies over the equatorial Indian Ocean can 

cause local convection during the April to June season. The rising branch caused by 

convection in the equatorial Indian Ocean drops over the northern parts of India. The 

latitude-height cross-section of Omega (vertical pressure velocity; Fig.5.13) during the 

heat waves clearly shows the large-scale upward motion over the equatorial Indian 

Ocean and the downward motion over the northern parts of the country. 

The spatial patterns and time series of the second mode are shown in Fig.5.18. 

The spatial pattern of the second mode of heat wave duration shows a dipole pattern 

(between northwest India and southeast India; Fig. 5.18 b), which explains 12% of the 

variance. The spatial pattern of the second SST mode shows a stronger loading from the 

tropical Pacific region (Fig. 5.18 a), suggesting that warming/cooling over the central 

Pacific, i.e. the ENSO phenomenon, is also an important factor influencing heatwave 

events over the Indian subcontinent. 

The time series of frequency, duration and maximum duration clearly indicate a 

correlation between El Nino events and heat waves over India. It is clear that most of 

the years with above average heat wave activity over India are the years following El 

Nino events. For example, 1988, 1995, 1998 and 2010 are the years with above average 

heat wave activity, which represents the influence of El Nino activity during the 1987, 

1994, 1997 and 2009 events. The earlier studies (De and Mukhopadhyay 1998; De et al. 

2005; Pai et al. 2013) have also shown that the heat wave activity over India increases 

after an El Nino year. The third CCA mode is shown in Fig.5.19. This mode also indicates 

strong loading from the eastern equatorial Pacific and a horseshoe-shaped loading 

pattern similar to the SST anomalies associated with a major El Nino event. 
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Fig. 5.18 The second canonical mode of the canonical correlation analysis of 

April-June SST and heat wave duration days for the period 1961-2013. (a) 

spatial mode of SST (b) spatial mode of heat wave duration and (c) time series 

of second mode of SST (Black line) and heat wave duration (Red line). (After 

Rohini et al. 2016) 

The heat waves are thus associated with large-scale atmospheric 

anomalies combining a subtropical persistent high, a quasi-stationary Rossby 

wave over mid-latitudes, low soil moisture and clear skies. A composite analysis 

of 5 days prior to the onset of the heat wave revealed that an anticyclone in the 

upper troposphere was the main factor contributing to the heat waves over the 

Indian region. During the heat waves, it was observed that a slow-moving 

transient anticyclone formed over northwest India, which is part of a quasi-

stationary wave extending from northwest Africa. The atmospheric column 

below the anticyclone becomes hotter due to adiabatic compression. These 

conditions result in clear skies with increased solar radiation at the surface, 

which in turn contributes to an increase in surface temperatures. Surface 

conditions indicated dry soils with low soil moisture, leading to increased 
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sensible heat fluxes at the surface during these events. 

 

Fig. 5.19. The third canonical mode of the canonical correlation analysis of April-

June SST and heat wave duration days for the period 1961-2013. a) spatial mode of SST 

b) spatial mode of heat wave duration and c) time series of third mode of SST (Black 

line) and heat wave duration (Red line). (After Rohini et al. 2016) 

The study also highlighted the possible role of SST anomalies in the Indian Ocean 

and El Niño events over the equatorial Pacific in the occurrence of heat waves over 

India. Previous studies (Roxy et al. 2014; Roxy et al. 2015) indicated an increasing trend 

of SST anomalies over the tropical Indian Ocean in recent years, which is likely to 

continue in the future in the face of increasing greenhouse gases. Similarly, the study by 
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Cai et al. (2015) suggests that the mean climate of the tropical Pacific will change in the 

future due to greenhouse gas warming. The consequences of these changes in mean 

state include an increased frequency of extreme El Nino events. With the increasing 

trend of SST in the tropical Indian Ocean and the increasing frequency of extreme El 

Nino events, more frequent, intense and prolonged heat waves over the Indian 

subcontinent are likely in the near future. 

5.6 Case Studies of Heat Waves 

This section deals with two case studies of heat waves that affected the north-

west of India and the east coast of India. During the period from 29 May to 11 June 

2019, northwest India was affected by a major heat wave. The maximum temperature 

anomalies during this period are shown in Fig. 5.20. Another heat wave occurred on the 

east coast of India during 16-27 April 2017 and the maximum temperature anomalies 

during this period are also shown in Fig. 5. 21. The composite Tmax anomaly during the 

heat wave event over NW India exceeded 50C. The heat wave event affected the central 

and northwestern parts of India. The heat wave event over the southeast coast of India 

lasted for 12 days (16-27 April 2017). During the heat wave event, Tmax was above 

normal over the extreme northern parts of India as well as over the southeast coast of 

India. The Tmax anomaly over the southeast coast of India exceeded 50 C. 

Fig. 5.22 shows the results for the heatwave event from 29 May to 11 June 2019, 

showing the composite anomaly of geopotential height (GPH) and winds at 200 hPa, 1-3 

days before the heatwave event (top left) and during the heatwave event (top right). 

The same anomalies at the 500 hPa level are shown in the lower panels. The analysis 

was performed with NCEP/NCAR reanalysis data and the climatology used to calculate 

the anomalies was based on 1971-2000 data. At 200 hPa, a blocking high was observed 

near the Caspian Sea and the neighborhood 3 days before the heatwave, which 

intensified during the duration of the event. The blocking high was also observed at the 

500 hPa level and was part of the Rossby wave pattern observed in the mid-latitudes. In 
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conjunction with this blocking high, an area of high pressure with anticyclonic circulation 

was observed at both 200 hPa and 500 hPa over the northern parts of India. The area of 

high pressure is more pronounced at the 500 hPa level. The anomalous anticyclone 

causes a subsidence over the region, which is a major factor in the development of a 

heat wave. 

 

Fig 5.20. Maximum Temperature anomalies during the heat wave 29 May-11 June, 2019. 

 

Fig 5.21. Maximum Temperature anomalies during the heat wave 16-27 April, 2017.   
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Heat Wave Event (29 May-11 June, 2019) 

 

Fig 5.22. Composite anomaly of Geopotential Height (GPH) and winds at 200 hPa, 1-3 
days before the heat wave event (top left) and during the heat wave event (top right). 
The same at 500 hPa are shown in bottom panels. The analysis was done with 
NCEP/NCAR reanalysis data. The climatology used to calculate anomalies was based on 
the data 1971-2000.  

 

The lower atmosphere over northwest India was also drier (with negative specific 

humidity) even three days before the event and during the course of the heat wave (Fig. 

5.23). Negative mean air pressure anomalies were observed over northwest India during 

the event (Fig. 5.24), which could be due to the higher surface temperatures during the 

event. This anomalous negative pressure area lead to northerly/northwesterly flow over 

northwest India brining dry and warm air to the region.  A lack of soil moisture was 

observed over central and north-western India (Fig. 5.25) even before the onset of the 

heat wave. Low soil moisture enhances the intensity of the heat wave by increasing the 

sensible heat flux into the lower atmosphere as discussed earlier in this chapter. The 

composite OLR anomalies before and during the heat wave (Fig. 5.26) also indicate clear 

skies over central and northwestern India without any convection. 
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Fig 5.23. Average spatial distribution of specific humidity (kg/kg) at 850 hPa (above) and 
925 hPa (below), 1-3 days before (left) and during the event (right).  
 

 
 

Fig 5.24. Composite anomaly of Sea Level Pressure (1-3 days prior to heat wave) (Left) 
and during the event (right). 
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Fig 5.25. Composite Soil Moisture Fraction (1-3 days prior to heat wave) (Left) and 
during the event (right). 

 

The heat wave region also exhibits a steep adiabatic lapse rate (9.80C/Km) (Fig. 

5.27) in the lower troposphere, which facilitates the warm surface air to be lifted and 

spread to higher layers.  

 

 
Fig 5.26. Composite Anomaly of Outgoing Longwave Radiation, OLR (1-3 days prior to 
heat wave) (Left) and during the event (right). 
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Fig 5.27. Vertical profile of temperature and moisture at Nagpur at 1200 UTC on 05 
June, 2019 representing the region of heat wave. 
 

 

Fig 5.28. Composite anomaly of 1000-500 hPa thickness (m) 1-3 days prior to the heat 

wave (left) and during the heat wave (right).  

Fig. 5.28 shows the composite anomaly of 1000-500 hPa thickness (m) 1-3 days 

before the heat wave (left) and during the heat wave (right). The most important 

feature of the 1000-500 hPa thickness is positive values over central and northwestern 



105 | P a g e  
 

India, indicating a warm lower atmosphere (up to 500 hPa) during the heat wave. It is 

important to note that this positive altitude anomaly occurs even three days before the 

onset of the heat wave (Fig. 5.28). Bedekar et al (1974) discussed the correlation 

between the thickness of the 1000-500 hPa layer and the severe heat waves in India. 

They presented many analyzed plots to show that in India the thickness of layer 1000-

500 hPa has a clear correlation with the heat waves. It gives a taste of the evolution and 

decay of the heat waves. The decisive factor for the development of a heat wave is 

primarily the increasing thickness resulting from the warming of the layer. The winds 

that will indicate the transport of warm air in the lower and middle troposphere are 

northwesterly to westerly, north of 200N. The moderate westerly component persists 

throughout the period, supporting the transport of the warm air to the east. As the flow 

is fully continental, no moisture can penetrate over the affected region where the 

severe heat wave occurs. 

Thus, the heat wave over northwest India was caused by atmospheric high 

(positive thickness anomalies) and anticyclonic flow (caused by the standing Rossby 

wave) and enhanced by low soil moisture (dry soil conditions) and clear skies. The 

anticyclonic flow causes subsidence to the surface from the middle troposphere.  Longer 

clear skies allow more solar radiation to reach the earth's surface and contribute to a 

higher sensible heat flux. Drier soils also result in a lower latent heat flux and more 

sensible heat flux. It is therefore important to pay attention to these important physical 

conditions in the NWP model predictions to get insights of the possible development of 

a heatwave. These inferences are similar to the results obtained using the composite 

method of several heat waves. The details of the NWP model predictions for these heat 

waves are discussed in Chapter 7 to understand whether the current NWP models are 

good enough to predict heat waves in advance. 

Next, we discuss the heat wave that affected the southeast coast of India from 16 

to 27 April 2017. Fig. 5.29 shows the composite anomaly of geopotential height (GPH) 
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and winds at 200 hPa, 1-3 days before the heat wave event (top left) and during the 

event (top right). The same anomalies at the 500 hPa level are shown below. The 200 

hPa circulation shows a pair of anomalous anticyclonic anomalies over the western 

Pacific, similar to the Matsuno-Gill response to tropical Pacific cooling (Ratnam et al. 

2016 a). The anomalies have no significant values over the Indian region, suggesting that 

the heat waves over the east coast of India are not caused by the quasi-stationary 

Rossby waves like the heat waves over northwest India ( as inferred by Ratnam et al. 

2016 a also). 

 

 
Fig 5.29 Composite anomaly of Geopotential Height (GPH) and winds at 200 hPa, 1-3 
days (top left) before the heat wave event and during the event (top right). The same at 
500 hP are shown below. Analysis was done with NCEP/NCAR reanalysis. The 
climatology used to calculate anomalies was based on the data 1971-2000.  
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Fig 5.30 Composite anomaly of Geopotential Height (GPH) and winds at 850 hPa, 1-3 
days (left) before the heat wave event and during the event (right). Analysis is done with 
NCEP/NCAR reanalysis. The climatology used to calculate anomalies was based on the 
data 1971-2000. 
 

 

Fig 5.31 Composite anomaly of Specific humidity 850hPa, 1-3 days (top left) before the 
heat wave event and during the event (top right). Same at 925 hPa below. Analysis is 
done with NCEP/NCAR reanalysis. The climatology used to calculate anomalies was 
based on the data 1971-2000.  
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Fig 5.32 Composite anomaly of vertical velocity (Omega) at 500 hPa, 1-3 days (left) 
before the heat wave event and during the event (right). Analysis is done with 
NCEP/NCAR reanalysis. The climatology used to calculate anomalies was based on the 
data 1971-2000. 

 

Before and during the heat wave, an area of high pressure with anticyclonic 

circulation at 200 and 500 hPa prevailed over the northwestern parts of India (Pakistan 

and Afghanistan). This anticyclone and the associated subsidence could be the main 

cause of the above-average temperatures observed over the extreme northern parts of 

India. Fig. 5.30 shows the anomalies of geopotential height and wind at 850 hPa before 

and during the heat wave. The most striking feature is the anomalous westerly winds 

over the southern peninsula, which leave the land region during the heat wave and join 

the low pressure area over the western Pacific. These anomalous westerly winds 

prevent the development of a sea breeze with cooler easterly winds. Ratnam et al. 

(2016 a) suggested that these westerly winds transported moisture out of the Indian 

landmass, which reduces the specific humidity along the east coast of India. Ratnam et 
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al. (2016 a) also noticed the presence of an anomalous low over the Bay of Bengal, 

before the heat wave event occurs.  

Fig. 5.31 shows composite specific humidity anomalies, indicating below average 

specific humidity (drier air) over the southern peninsula before and during the heat 

wave. Vertical velocity (omega) (Fig. 5.32) indicates subsidence over the southern 

peninsula and thus clear skies. Ratnam et al. (2016 a) suggests that most heat waves 

over the east coast of India are influenced by negative SST anomalies over the 

equatorial Pacific and associated circulation anomalies or during the La Nina phase. The 

land-sea breeze, which is the main source of moisture over the coastal regions, is 

reduced by the anomalous circulation pattern associated with the tropical Pacific Ocean. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



110 | P a g e  
 

Chapter 6 

Physical Mechanisms of Cold Waves 

This chapter discusses the physical mechanisms of cold waves over India. There are 

not enough studies dealing with the physical mechanisms of cold waves over India. Cold 

waves usually occur due to the transport of cold air from higher latitudes in conjunction 

with the eastward moving westerly disturbances (Bedekar et al. 1974). As the 

subtropical westerly jet stream moves south towards India, these weather systems 

affect the northern parts of India during the winter season. Cold waves are often 

observed after the passage of westerly disturbances. The occurrence of cold waves due 

to the prevailing low pressure systems over the northern Arabian Sea is also observed 

(Bedekar et al., 1974). The easterly winds north of these systems bring cold air from 

higher latitudes. 

The study by Bedekar et al. (1974) found that cold waves are caused by the inflow of 

very cold air from northern latitudes, i.e. from the extreme northwestern parts of the 

Indian subcontinent or even beyond. When this unusually cold air spreads over other 

parts of the country, it manifests itself as a cold wave in those parts. Therefore, any 

pressure system or synoptic situation that can cause an influx of cold air from these 

northern latitudes into India creates favourable conditions for the occurrence of a cold 

wave. A pronounced trough in the upper westerly wind zone is more or less a common 

feature of the western disturbance systems. Near the axis of these troughs, a pool of 

cold air can often be discerned in the upper layers. This pool of cold air always moves 

along with the troughs, and sometimes it can also be seen to spread to deeper layers to 

reach the ground and manifest itself as cold surface waves. 

The cold air that accompanies these troughs has a fairly pronounced tilt to the east 

in the vertical with respect to the axis of the trough. Due to this characteristic of cold air 

troughs, it can be observed that cold waves generally develop much earlier (about 12-36 

hours) in the upper layers of stations located far east of the trough axis than in the 
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surface layers of these stations. This characteristic feature is observed in most (about 80 

%) of the severe cold-core depressions. 

The recent study by Ratnam et al (2016 b) made a comprehensive analysis of the 

cold waves occurring over the Indian region and the associated physical mechanisms. 

They found that there are two types of cold waves over India, called type-1 and type-2 

cold waves. This section discusses the detailed findings of Ratnam et al. (2016 b) in the 

context of cold waves over India. 

Ratnam et al. (2016 b) identified cold waves using an index by taking an area average 

of minimum temperature (Tmin) anomalies over the region 71°E-80°E; 21°N-30°N 

(shown as a box in Fig. 6.1 a). A cold wave event is identified if the defined index on a 

selected day is less than one standard deviation and the anomalies persist for at least 4 

days. Twenty-nine events were identified based on the criteria they adopted (which are 

similar to the IMD criteria). The cold waves occurring during the La Nina years are called 

TYPE1 events and the cold waves occurring during the El Nino years are called TYPE2 

events. The TYPE1 and TYPE2 events thus identified are listed in Table 6.1 and Table 6.2 

below. In general, TYPE1 events are more frequent compared to TYPE2 events. 

Table 6.1 

TYPE1 Cold Wave Events 

(Taken from Ratnam et al. 2016 b) 

1) 8–17 Nov 1983 8) 9–14 Jan 1989 15) 21–25 Jan 2008 

2) 27–30 Jan 1984 9) 19–23 Feb 1989 16) 30 Jan-2 Feb 2008 

3) 5–9 Feb 1984 10) 9–12 Feb 1989 17) 7–15 Feb 2008 

4) 20–28 Feb 1984 11) 8–13 Dec 1996 18) 4–12 Jan 2011 

5) 19–23 Dec 1984 12) 9–12 Jan 1999 19) 10–14 Jan 2012 

6) 11–18 Feb 1985 13) 11–15 Dec 2005 20) 8–11 Feb 2012 

7) 4–8 Jan 1986 14) 6–10 Jan 2006 21) 4–9 Jan 2013 
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Table 6.2 

TYPE2 Cold Wave Events 

(Taken from Ratnam et al. 2016 b) 

1) 11–15 Jan 1983 4) 19–25 Dec 1986 7) 14–19 Jan 2003 

2) 3–8 Feb 1983 5) 6–9 Dec 1987 8) 19–23 Feb 2005 

3) 14–17 Dec 1986 6) 31 Dec 1990  

 

From these tables, it can be seen that most cold spells occur in the months of 

January (12) and February (10). Ratnam et al (2016 b) found that out of 29 events, 21 (8) 

occurred in La Nina (El Nino) years, suggesting that both phases of ENSO (El Nino and La 

Nina) favour the occurrence of cold waves over India. However, there is a tendency for 

more cold waves during the La Nina years. 

The composite anomalies of various parameters of TYPE1 and TYPE2 cold wave 

events are shown in Fig. 6.1. The composite SST anomalies averaged over these 21 

events in La Niña years show colder than normal SST anomalies along the equatorial 

central Pacific, extending from the central to the eastern Pacific, with concurrent 

warmer than normal SST anomalies in the equatorial western Pacific (Fig. 6.1 b). 

Similarly, the SST anomalies for the eight events corresponding to El Niño years show 

significantly positive SST anomalies in the equatorial Pacific, extending from the central 

to the eastern Pacific, with cooler than normal SST anomalies in the western Pacific (Fig. 

6.1 c). Moreover, composite Tmin anomalies for TYP1 events show a marked decrease in 

Tmin over most parts of India (Fig. 6.1 d). On the other hand, for TYP2 events, a 

significant decrease in Tmin is mainly confined to north-western India, with positive 

anomalies along the east coast of India (Fig. 6.1.e). 
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Fig 6.1 (a) Standard deviation of the Tmin (°C) from 1st Nov to 28th Feb over the period 

1982 to 2013. (b) Spatial distribution of significant SST (°C) anomalies during TYPE1 

events. (c) same as (b) but for TYPE2 events. (d) Significant Tmin (°C) anomalies 

associated with TYPE1 events (e) same as (d) but associated with TYPE2 events. (f) The 

first mode of EOF of Tmin anomalies. (g) The second mode of EOF of Tmin anomalies. 

(h–k) Significant air temperature anomalies (°C) at 1000 hPa, 850 hPa, 500 hPa and 300 

hPa respectively during TYPE1 events. (l–o) Significant air temperature anomalies (°C) at 

1000 hPa, 850 hPa, 500 hPa and 300 hPa during TYPE2 cold wave events. (Taken from 

Ratnam et al. 2016 b)  
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To objectively separate the modes of variation, an empirical orthogonal 

functional analysis (EOF) was performed over the region 70°E-90°E; 12°N-30°N. Figure 

6.1f shows the first EOF mode, which explains 44.72% of the total variance. This mode 

has large loadings over the region with high standard deviation of Tmin temperatures 

(Fig. 6.1 a) and has a similar pattern to the spatial distribution of Tmin anomalies during 

TYPE1 cold wave events (Fig. 6.1 d). Moreover, the correlation between the Tmin 

anomalies averaged over the region 71°E-80°E; 21°N-30°N and the principal component 

of this mode is 0.91, which is very high. The second mode (EOF2) (Fig. 6.1 g) explains 

about 20.81% of the total variance and shows a dipole structure similar to the TYPE2 

cold wave events (Fig. 6.1.e), with opposite phases over northwest India and along the 

east coast of India. The correlation of their principal component with the Tmin 

anomalies, averaged over the region 71°E-80°E; 21°N-30°N, is only 0.385. Thus, the 

analysis of EOF justifies the division of the observed cold wave events into TYPE1 and 

TYPE2 events. 

During the TYPE1 cold wave events, colder air than normal is confined to about 

850 hPa in the northern parts of India, while warmer air prevails at 500 hPa and above. 

Over India, the low pressure areas are an effective means of bringing in cold air from the 

north. During TYPE2 events, colder than normal temperatures are confined to the 

northwestern parts of India in the lower troposphere (Fig. 6.1 l-m). Temperatures over 

India are not significant at 500 hPa (Fig. 6.1 n), although significant anomalously cold 

temperatures are observed at 300 hPa over Indian latitudes during the TYPE2 events 

(Fig. 6.1 o). 

Further details on the TYPE1 and TYPE2 events are discussed below. 

6.1.  TYPE1 Cold waves (associated with La Nina events) 

Fig. 6.2a shows the spatial distribution of the composite anomalies of the output 

longwave radiation (OLR). In response to colder than normal SST anomalies, positive 

OLR anomalies (indicating less cloud cover) are observed over the equatorial central 
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Pacific, while negative OLR anomalies (indicating excessive cloud cover and more 

precipitation) are observed from the west of the Philippines to the east coast of India. 

Over northwestern India and into Pakistan, the prevailing colder air temperature in the 

boundary layer (Fig. 6.1 h-k) increases stability and thus limits convection development, 

resulting in positive OLR anomalies there (Fig. 6.2a). 

To investigate whether remote teleconnection was the cause of the TYPE1 cold 

waves, composite 200 hPa vortices (without zonal mean) streamfunction anomalies (Fig. 

6.2 b) were recorded. The composite (Fig. 6.2 b) shows the following prominent features 

that may have contributed to the TYPE1 cold wave events over India. i) A region of 

anomalous positive anomalies over the Ural-Siberian region and a wave train originating 

from there and extending to southern China, with a trough over most parts of China and 

a ridge over southern China and the northeastern parts of India, and ii) a region of 

anomalous anticyclone over the Indian landmass.  

The feature that helps transport cold temperatures from higher latitudes to 

Indian latitudes and sustains the cold waves is also clearly seen in Fig. 6.2 b as an 

anticyclonic anomaly at 200 hPa over the Indian latitudes. The anomalous trough over 

China and the anomalous ridge over southern China extend from 500 hPa to 200 hPa 

(Fig. 6.2 c). At 850 hPa (Fig. 6.2 d), the anomalous ridge over the Ural-Siberian region 

and the associated trough over the Indochina region can be seen, causing cooler than 

normal temperatures over the region (Fig. 6.1 i). The north-south orientation of the 

cyclonic anomaly over northern India favours the advection of cold air from higher 

latitudes to India. The horizontal 850 hPa advection of the mean observed temperature 

by the mean observed winds was calculated (Fig. 6.2 e) to investigate whether the cold 

waves over India are caused by horizontal advection of cold air from higher latitudes. 
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Fig 6.2. (a) Significant OLR (W/m-2) anomalies of the composite of TYPE1 cold wave 

events. (b,c and d) same as (a) but for significant eddy streamfunction (×106 m2 s-1 ; 

shaded) at 200 hPa, 500 hPa and 850 hPa levels respectively. (e) Horizontal temperature 

advection (shaded; ×10-6 °K s-1) of mean temperature by mean winds at 850 hPa during 
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TYPE1 events. Contours represent mean temperatures and mean wind at 850 hPa is 

shown by vectors (f) same as (e) but advection of mean temperature by anomalous 

wind (shaded). Mean temperature (contour) and anomalous winds (vectors) are also 

shown (g) same as (e) but advection of anomalous temperature by mean winds 

(shaded). 850 hPa temperature anomalies are shown as contours and mean winds as 

vectors (h) same as (e) but advection of anomalous temperature by anomalous winds 

(shaded). Contours represent temperature anomalies and vectors represent anomalous 

winds at 850 hPa (i) Significant wave activity flux anomalies at 200 hPa (vector; either 

zonal or meridional component is significant) and the stream function anomalies 

(shaded) for TYPE1 cold wave events. (Taken from Ratnam et al. 2016 b). 

During TYPE1 events, northwesterly winds are observed bringing cold 

temperatures from higher latitudes to the Indian subcontinent, resulting in a drop in 

temperatures over the Indian landmass (Fig. 6.2 e). From Fig. 6.2 f-h, it is evident that 

the advection of the observed mean temperature by the anomalous cyclonic response 

(Fig. 6.2f) largely explains the cold air advection over large parts of India. This term (Fig. 

6.2f) makes a larger contribution than all the other terms (Fig. 6.2 g-h). The anomalous 

cyclonic winds bring warmer temperatures from the equatorial region, resulting in 

above-average temperatures on the east coast of India (Fig. 6.2f). The effect of cold 

advection by the anomalous winds is reduced over the northern parts of India by warm 

advection of anomalous temperature by the mean winds (Fig. 6.2 g) and also by 

advection of anomalous temperature by the anomalous winds (Fig. 6.2h). Both the 

advection of anomalous temperature by the mean observed winds (Fig. 6.2g) and by the 

anomalous winds (Fig. 6.2h) bring cooler temperatures to the upper Bay of Bengal and 

also to the western parts of India. 

The low-level cyclonic anomaly observed over India during TYPE1 cold waves (Fig. 

6.2 d) can be partly attributed to the seasonal mean equatorial cyclonic anomaly 

observed during the La Niña events. Fig. 6.3 shows composite OLR anomalies, 850 hPa 

eddy current function (shaded) and 850 hPa wind anomalies (vector) created by 

averaging monthly December-February anomalies during La Niña years from 1982 to 

2013. In response to a spatially coherent negative OLR anomaly over the maritime 
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continent and western Pacific regions (Fig. 6.3a), a pair of cyclones can be seen spanning 

the equator over the Indian Ocean (Fig. 6.3b). The poleward flank of the northern 

hemispheric part of the cyclonic anomalies (Fig. 6.3 b) is favourable for bringing cold 

temperatures from higher latitudes to the Indian region in La Niña years.  

 

 

Fig. 6.3. (a) Significant OLR anomalies composited over Dec–Feb months during the La 

Niña years over the period 1982 to 2013. (b) same as (a) but is for significant eddy 

stream function (×106 m2s-1) anomalies at 850hPa and significant wind anomalies 

(vectors; either zonal or meridional component is significant).  

To examine the progress of cyclonic circulation over northwest India and 

initiation of cold wave events, the 850 hPa eddy stream function anomalies of all the 

TYPE1 cold wave events from 5 days (DAY-5) before the event to the day the event 

started (DAY0). 

The results are presented in Fig. 6.4. The Day-0 is considered the day when the events 

started. Five days before the TYPE1 cold wave events occurred over India (DAY-5) 

(Fig. 6.4a), anomalous high in the higher latitudes and the associated wave with the 
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Fig. 6.4. (a) Composite of significant eddy streamfunction (×106m2 s−1 ) anomalies at 

850 hPa five days before TYPE1 events (DAY-5). (b,c and d) same as (a) but four days 

(DAY-4) before, two days (DAY-2) before and on the day (DAY0) respectively of the 

TYPE1 event. (e–h) same as (a–d) but for TYPE2 cold wave events. 
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anomalous trough over China and over India are oriented north to south. The trough has 

a maximum to the northwest of India (Fig. 6.4a). The anomalous trough is seen moving 

eastward from DAY-4 (Fig. 5.4 b–d) and is seen covering the whole of the Indian 

landmass. Maxima in the cyclonic anomaly is seen over India from DAY-2, two days 

before the events started (Fig. 6.4 c). On DAY-0, the anomalous wave is oriented such 

that an anomalous cyclone is seen anchored to the Indo-China region. The anomalous 

cyclone to the south of equator in the Indian Ocean is seen from DAY-5 to DAY-0 

(Fig. 6.4 a–d), however it intensifies from DAY-2 (Fig. 6.4c).  

The anomalous high pressure over the Ural-Siberian region (Fig. 5.22b-d) that 

occurred during the TYPE1 cold wave over India is sometimes associated with an 

atmospheric blocking event. The question arises whether all atmospheric blocking 

events over the region can be associated with TYPE1 cold waves over India. When 

comparing the 76 blocking events during the La Niña years with the 21 TYPE1 cold wave 

events, Ratnam et al. (2016 b) found that 13 of the TYPE1 cold wave events were 

associated with atmospheric blocking events over the Ural-Siberian region. However, 

blocking over the Ural Siberia region is not a necessary condition to favour TYPE1 cold 

waves over India. 

6.2 TYPE2 Cold waves (associated with El Nino events) 

  In this section, the details of TYPE2 Cold wave events are discussed. The 

composite of Tmin anomalies during TYPE2 cold wave events shows a significant 

negative anomaly confined to northwest India (Fig. 6.1e). The composite of OLR 

anomalies (Fig. 6.5a) shows negative anomalies in the equatorial central Pacific due to 

warmer SST anomalies in the region (Fig. 6.1c) and positive OLR anomalies over the west 

Pacific (Fig. 6.5a).  

The associated eddy stream function anomaly at 200 hPa shows cyclonic 

anomalies covering whole of the Indian subcontinent and parts of China (Fig. 6.5b). The 

cyclonic anomaly over the Indo-China region is seen extending to lower levels and is also 
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seen at 500 hPa (Fig. 6.5c) and 850 hPa (Fig. 6.5d), similar to the often-observed 

extension of upper level troughs associated with western disturbances as closed lows in 

the lower troposphere. At 850 hPa (Fig. 6.5 d), the cyclonic anomaly is seen confined to 

the west coast of India. The other significant feature of the eddy streamfunction 

anomaly at 500 hPa and 850 hPa is a pair of anticyclones over the west Pacific, which is 

the well-known Matsuno-Gill response to the equatorial west Pacific SST anomalies. 

The main difference between TYP1 and TYP2 events is the barotropic pattern of 

cyclonic anomalies over India in TYP2 (in TYP1 it is baroclinic). Therefore, the cyclonic 

anomalies over India in TYPE1 and TYPE2 low-level events appear to be driven by 

different processes. During the TYPE2 cold wave, northwesterly winds bring cold 

temperatures to the northwestern parts of India, causing cold temperatures, while 

southerly winds bring warm temperatures from the equatorial region to the central and 

northern parts of India, causing warm temperatures over the region (Fig. 6.5e) (Ratnam 

et al. 2016 b). The western flank of the anomalous depression over the west coast of 

India, a response to the Pacific convection anomalies, brings cooler temperatures from 

higher latitudes to northwestern India (Fig. 6.5f) and the eastern flank of the anomalous 

cyclonic circulation brings warmer equatorial temperatures to central and northern 

parts of India (Fig. 6.5f). The advection of cold temperatures to northwestern India and 

warm temperatures to other parts of India is also due to the advection of anomalous 

temperatures by the observed mean and anomalous winds (Fig. 6.5 g-h). The 

anticyclonic anomaly over the western Pacific and the Bay of Bengal also contributes to 

the advection of warm temperatures onto the Indian landmass (Fig. 6.5 e-h). The above 

analysis shows that the maintenance of TYPE2 cold waves over India and their limitation 

to the northwestern parts of India can be largely explained by the advection of 

temperatures from the higher latitudes and equatorial regions by the mean and 

anomalous winds observed during the TYPE2 cold waves. 
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Fig 6.5. Same as Fig. 6.2 but for the TYPE2 events. 
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Mandal et al (2022) analyzed the skill to predict cold waves (CW) over India over 

a long period of time. They suggested that long CW events (> 7 days) are favoured by 

the La Nina condition and short CW events by the neutral condition in the Pacific. The 

blocking high northwest of the Indian longitude with a very slow movement of the 

westerly trough eastward is also associated with the long CW events. For short events, 

the blocking high is not so significant. Their study found that CW events are usually 

observed in association with the passage of the westerly trough on its back side (behind 

the trough) due to cold air advection from the higher latitudes. There is an anomalous 

westerly trough along the longitude of about 800 E, which attracts cold air from higher 

latitudes at 850 hPa due to the anomalous winds. La Nina conditions probably intensify 

the southwesterly jets and lead to cold winters over the northern and central parts of 

the country. 

6.3 Case Study of a Cold Wave 

In this section, a case study of cold wave which affected northern parts of the 

country is examined. During 26-31 December 2019, a cold wave gripped north India with 

negative temperature departures exceeding 50C (Fig 6.6). Negative temperatures 

anomalies were observed over most of north India  (north of 200N).  It may be important 

to note that 2019 was a La Nina year and as discussed earlier, the occurrence of cold 

waves during La Nina years is more frequent.  

Fig. 6.7 shows the wind circulation anomaly at 200 hPa (top) and 500 hPa 

(bottom), a few days before the onset of the cold snap (24-26 December 2019). The 

circulation anomalies clearly indicate the presence of an anomalous cyclonic circulation 

just north of India and a deep trough extending from there across northwest India into 

the north Arabian Sea. This indicates the passage of a westerly disturbance over 

northern India, a few days before the cold wave started. During the cold wave, strong 

winds from northern India flow into central and northwestern India (Fig. 6.8 a) with 

strong meridional winds from the north (Fig. 6.8 b). These northerly winds bring cold air 
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to central and north-western India. The meridional northerly flow is not only observed 

at 700 hPa, but extends throughout the troposphere up to 150 hPa (Fig. 6.9), indicating 

that deep northerly winds from the north are flowing towards the Indian subcontinent, 

bringing cold and dry air towards north India. 

 

Fig 6.6. Minimum Temperature anomalies during the cold wave (26-31 Dec 2019) over 

north India. 
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Fig 6.7 Composite wind anomalies at 200 hPa (above) and 500 hPa (below) during 24-26 

Dec, 2019, just before the start of the cold wave. The anomalies have been computed 

using the climatology of 1972-2010.  
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Fig 6.8. a) Composite 700 hPa mean vector winds during 26-27 Dec, 2019 (above) and b) 

meridional wind anomalies at 700 hPa (below) during the same period.  

 

Fig 6.9. Longitude-Height profile of meridional wind anomalies (m/s) during the period 

26-28 Dec, 2019, averaged over latitude 200-300N. 
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It is interesting to note that before the onset of the cold wave, cold air 

temperature anomalies are observed in the upper troposphere over the northern parts 

of India, but towards the eastern side of the core zone of the cold wave. This cold air 

anomaly is associated with the passage of a westerly disturbance prior to the cold wave 

event (Fig 6.10 a). Bedekar et al (1974) also discussed this aspect in the IMD forecast 

manual and suggested that meteorologists can get signals of a cold wave, even two days 

before, if we look at the temperature anomalies in the middle and upper troposphere. 

Negative temperature anomalies are first observed in the upper troposphere in the 

Indian subcontinent before they manifest in a cold wave over the surface. This aspect 

can be clearly seen in Fig. 6.10 b, the longitude-altitude profile of average temperature 

anomalies during the cold wave period (26-28 December 2019). A westward tilt of the 

temperature anomalies can be seen. The maximum temperature anomaly in the middle 

and upper troposphere is seen east of the cold wave region over the surface.  

 

Fig 6.10 a. Composite air temperature anomalies (K) at 500 hPa during 24-26 Dec 2019.  
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Fig 6.10 b. Longitude-Height profile of air temperature anomalies (K) from 1000-300 

hPa, averaged over latitudes 200-300N, during 26-28 December 2019.  

Fig. 6.11 shows the same vertical profile but for specific humidity. This indicates 

the presence of dry air from the surface up to 500 hPa during the cold wave over central 

India. Positive specific humidity anomalies are observed east of 1000 E, which could be 

associated with the passage of the western disturbance and the associated moisture 

intrusion. Behind the western disturbance (west of the upper air trough), cold and dry 

air flows into northwest and central India, triggering a cold wave. 

 

Fig 6.11. Longitude-Height profile of Specific Humidity anomalies (Kg/kg) from 1000-300 

hPa, averaged over latitudes 200-300N, during 26-28 December 2019.  
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Chapter 7 

Prediction of Heat and Cold Waves over India 

This chapter discusses the predictability of heat and cold waves and the capabilities 

of numerical weather prediction (NWP) models in predicting them over India. Since heat 

and cold waves can have profound impacts on human health, agriculture and energy 

supply, it is important to understand the predictability of heat waves and how good the 

NWP models are in forecasting at different time scales. 

In recent years, numerical weather prediction (NWP) models have improved in 

predicting weather events with large impacts such as heat waves, cold waves and heavy 

precipitation. There are many reasons for this, such as higher quality observations, 

better data assimilation methods and improved physical parameterization techniques 

etc. In India, few studies have been conducted on real-time prediction of heat waves. 

Recently, such studies have been conducted to explore the capability of extended range 

forecasting (Pattanaik et al. 2017; Mandal et al. 2019; Mandal et al. 2022). Real-time 

extended-range forecasting of heat waves over India in 2015 showed that both 

deterministic and probabilistic forecasts with a lead time of 2 weeks provided an 

indication of a subsequent extreme temperature over different parts of India (Pattanaik 

et al. 2017). Another study by Mandal et al. (2019) suggests that the real-time extended 

range forecasting system (IITM-IMD) is capable of predicting heat waves over the Indian 

region with a lead time of 2 weeks. A recent study (Singh et al. 2017) shows that 

ensemble forecasting has considerable ability to detect extreme temperature events 

compared to deterministic forecasts. In another study, Mandal et al. (2022) investigated 

the capability of extended-range forecasts for cold waves using the MoES/IITM 

extended-range forecasting system. 

In section 7.1, we first discuss the skill of state of the art Numerical weather 

prediction models at the leading weather prediction centres like ECMWF, UK Met office 

and NCEP, USA. To accelerate the improvement of forecast accuracy for large impact 
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weather events (Swinbank et al. 2016), a global research programme called The 

Observing System Research and Predictability Experiment (THORPEX) Interactive Grand 

Global Ensemble (TIGGE) was launched in 2005 by the World Meteorological 

Organisation (WMO). The main objectives of TIGGE include improving international 

collaboration on ensemble predictions, understanding prediction errors, and developing 

new techniques for combining ensembles from different sources (Raoult and Fuentes 

2008; Worley et al. 2008; Bougeault et al. 2010). The aim was to accelerate 

improvements in the forecasting of large impact weather events with lead times of 1 

day to 2 weeks. Ensemble forecast data from ten global NWP centres from October 

2006 are available in the TIGGE data archive 

(https://www.ecmwf.int/en/research/projects/tigge). Matsueda and Nakazawa (2014) 

have shown that probabilistic ensemble prediction products from TIGGE successfully 

predicted extreme weather events such as the Russian heatwave in 2010, the floods in 

Pakistan in 2010 and Hurricane Sandy in 2012.  

Out of the ten models, we have considered only the best three models, which have 

long term data for validation. Table 7.1 shows the three TIGGE models considered for 

the verification analysis. 

The verification methods like mean error (ME), root mean square error (RMSE) and 

Pearson's correlation coefficient (CC) are used in this study. The methods used for 

verifications are illustrated below. 

A.  Mean Error (ME) 

𝑀𝐸 =
1

𝑁
∑(𝐹𝑖

𝑁

𝑖=1

− 𝑂𝑖) 

B. Root Mean Square Error (RMSE) 

 𝑅𝑀𝑆𝐸 = √
1

𝑁
∑ (𝐹𝑖 − 𝑂𝑖 )

2𝑁
𝑖=1  
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Where Fi = forecasted ensemble mean of Tmax, Oi = observed Tmax and N is the total 

number of events  

C. Ensemble Spread (ES) 

𝐸𝑆 = √
1

𝑀
∑(𝑦𝑛 − 𝑦)2

𝑀

𝑛=1

 

where, y is the ensemble mean, yn is the nth ensemble member and M indicates the total 

ensemble members. 

Forecast verification scores using contingency table 

Contingency table is a useful summary of observed and the forecasted weather events. 

The table does not comprise a verification method itself, but various forecast scores can 

obtain based on this table. In this study, various scores calculated from two-by-two 

contingency table to evaluate the performance of the heat-wave forecast are probability 

of detection (POD), false alarm ratio (FAR), threat score (TS), and equitable threat score 

(ETS). 

A. Probability of Detection (POD) 

It is the ratio of number of hits to the total number of events observed. POD is very 

sensitive to hits, but it is not including false alarms. Its values vary from 0 to 1. POD is 1 

for perfectly forecasted events and it is computed by 

𝑃𝑂𝐷 =
ℎ𝑖𝑡𝑠

ℎ𝑖𝑡𝑠 + 𝑚𝑖𝑠𝑠𝑒𝑠
 

 
B. False Alarm Ratio (FAR) 

It is the ratio of the total false alarms to the total events forecasted. Its value varies from 

0 to 1 and a perfect score is 0. 
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𝐹𝐴𝑅 =
𝑓𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚𝑠

ℎ𝑖𝑡𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚𝑠
 

C. Threat Score (TS) 

The threat score is also known as the critical success index (CSI). It is a frequently used 

standard verification measure.  It is the ratio of number of correct forecast events to the 

total number of occasions on which that event was forecast and/or observed. It has a 

range of 0 to 1 with a value of 1 indicating a perfect score. 

𝑇𝑆 = 𝐶𝑆𝐼 =
ℎ𝑖𝑡𝑠

ℎ𝑖𝑡𝑠 + 𝑚𝑖𝑠𝑠𝑒𝑠𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚𝑠
 

D. Equitable Threat Score (ETS) 

It is also known as the Gilbert skill (GSS). It explains how accurately the predicted yes 

events agree with the observed yes events. It is referred to as the ratio of successes. The 

values vary between -1/3 and 1; 0 indicate no skill and 1 denotes the perfect skill. 

 

𝐸𝑇𝑆 = 𝐺𝑆𝑆 =
ℎ𝑖𝑡𝑠 − ℎ𝑖𝑡𝑠𝑟𝑎𝑛𝑑𝑜𝑚

ℎ𝑖𝑡𝑠 + 𝑚𝑖𝑠𝑠𝑒𝑠𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚𝑠 − ℎ𝑖𝑡𝑠𝑟𝑎𝑛𝑑𝑜𝑚

 

where, 

ℎ𝑖𝑡𝑠𝑟𝑎𝑛𝑑𝑜𝑚 =
(ℎ𝑖𝑡𝑠 + 𝑓𝑎𝑙𝑠𝑒 𝑎𝑙𝑎𝑟𝑚𝑠)(ℎ𝑖𝑡𝑠 + 𝑚𝑖𝑠𝑠𝑒𝑠)

𝑡𝑜𝑡𝑎𝑙
 

 

7.1 Short to Medium Range Prediction Skill of NWP models from TIGGE 

This section discusses the results of reviewing the short to medium term 

prediction of heat waves over India using the TIGGE models. 

For this purpose, heat wave events with the 90th percentile threshold of 

maximum temperature (Tmax90) were selected using the gridded Tmax data from IMD 

(Srivastava et al., 2009). Fourteen heat wave events with a duration of at least 3 days 

were identified over northwest India during the period 2008-2013. For all three TIGGE 
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models, continuous daily hindcasts are available only for the common period of 2008-

2013. The present analysis is based on 14 events during this period and is shown in 

Table 7.2. For this analysis, the daily Tmax values predicted by the model were used 

after removing the climatological bias based on the reference period 2008-2013. 

Continuous daily Tmax hindcasts are not available for all three models beyond 7-day 

forecasts. Therefore, heatwave predictability was only analyzed for a lead time of 1-7 

days. 

Table 7.1 

Details of the TIGGE models considered in this study 

Model Name Number of 
Ensemble 
Members 

Forecast 
length(days) 

Model Resolution 

National Centres for 
Environmental 

Prediction (NCEP) 

20 16 T126 

 

UK Meteorological 
Office (UKMO) 

23 15 N640 

European Centre for 
Medium-Range 

Weather Forecasts 
(ECMWF) 

50 15 TL639(0- 10day)/ 

TL339(10-15day) 

 
The mean bias (Model minus observation) of all the three models during 14 

heat wave events (composite) is shown in Fig. 7.1. Maximum Temperature (Tmax) 

over central and northwest India is overestimated in NCEP model and 

underestimated in the ECMWF model. UKMO has shown less bias as compared to 

other two models over the heat wave prone area. Therefore, further verifications 

were made using bias corrected temperatures data with IMD observations. 
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Table 7.2.   

Heat wave events identified for heat wave prone area based on the IMD 
observations 

 

2008 26 Apr-29 Apr 

2009 27 Apr- 2 May, 20 Jun-22 Jun 

2010 5 Apr – 19 Apr, 27 Apr-29 Apr, 12 May-17 May,19 May-26 
May,11 Jun-14 Jun,19 Jun-22 Jun, 26 Jun-28 Jun 

2011 6 Jun-8 Jun 

2012 2 Apr-10 Apr,30 May-01 Jun 

2013 17 May-23 May 

 

Fig.7.2 shows the ensemble mean and spread of TIGGE model predictions over 

the heatwave prone area (NWI) during all 14 heatwave events. The ensemble spread 

measures the difference between ensemble members. The ensemble mean is the 

average value of the predicted variables across all ensemble members. Ensemble spread 

and ensemble mean are calculated for the averaged Tmax value (bias corrected) during 

each heat wave event with a lead time of 7 days. All three models showed a lower 

spread for most events for forecasts with a lead time of 1 to 4 days. The scatter 

increases with the forecast time. For the UKMO model, the scatter is larger for most 

events than for the other two models. The scatter between ensemble members is lower 

for NCEP, followed by ECMWF. The scatter of the ensemble in the NCEP model is much 

lower compared to the other two TIGGE models for all heat wave events with different 

lead times. The coarser resolution of the NCEP model could be the reason for this 

smaller ensemble spread. The area-averaged maximum temperatures of the ECMWF 

model is almost identical to the IMD observation for most events. 
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Fig 7.1. Model Bias (model-observations) in maximum temperatures (0C; using Ensemble 

mean) of TIGGE models (a) ECMWF (b) NCEP and (c) UKMO during heat wave spells. 

(Taken from Rohini and Rajeevan 2023).  
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Fig 7.2. Ensemble mean (0C) and ensemble spread (0C) of (a) ECMWF (b) NCEP and (c) 

UKMO during the 14 heat wave events (H1-H14). Ensemble spread is shown as a bar 

(black color) and ensemble mean as color bar. Each color indicates the forecast lead 

time and observations. The Heat wave events considered are given in Table 6.2. (Taken 

from Rohini and Rajeevan 2023).  

The spatial distribution of the bias-corrected Tmax (ensemble mean) of the TIGEE 

models is shown in Fig.7.3. The spatial pattern is well predicted in all three TIGGE 

models, but the magnitude is different from the observations. These models are able to 

capture the spatial distribution of Tmax reasonably well up to a prediction time of 7 

days. 

In addition, the verification values of all these models were calculated using 14 cases for 

northwest India. The verification values such as mean error (ME), root mean square 
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error (RMSE) and correlation coefficient (CC) were calculated and the results are given in 

Table 7.3. Verification statistics are calculated using area-averaged Tmax values (bias 

corrected) over heatwave vulnerable areas (NWI) during these events. The ME for all 

forecast periods is negative for the ECMWF and UKMO models, which means that the 

model forecasts underestimate Tmax compared to the observations. The magnitude of 

ME and RMSE increases with forecast time. The RMSE is lower for ECMWF than for 

UKMO, followed by the NCEP model. All model predictions show a significant correlation 

(statistically significant at 95% significance level) with observations in all prediction 

periods. The ECMWF model has a fairly high correlation with the observations (above 

0.90), even with a lead time of 6 days. However, CC is relatively smaller in the NCEP 

model. The NCEP model shows relatively less ME compared to the UKMO model. The 

skill of the model predictions can be improved by increasing the ensemble size (Kharin 

et al. 2001). This could be the reason why the ECMWF model with 50 ensemble 

members shows higher skill and the NCEP model with 20 ensemble members shows 

lower skill. 

In addition, the statistical verification values such as Threat Score (TS), Equitable 

Threat Score (ETS), False Alarm Ratio (FAR) and probability of detection (POD) were 

calculated to understand the predictability of the heat wave over northwest India. For 

this analysis, model predictions for the period 2008-2013 were evaluated. The criterion 

for detecting a heatwave is 'when the daily Tmax (bias-corrected) exceeds the value of 

the upper 90th percentile climatological Tmax' for three or more consecutive days. the 

90th percentile is calculated in a 5-day moving window and the reference period used 

for calculating climatology is 2008-2013. 
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Table 7.3. 

Verification statistics (Mean Error, Root Mean Square Error and Correlation Coefficient (CC)) of TIGGE 
models for14 heat wave events over India. ME, RMSE and CC are calculated for the heat wave prone 
area (HWPA). 

Forecast lead time 1-day 2 day 3 day 4 day 5 day 6 day 7 day 

ECMWF ME (oC) -0.20 -0.41 -0.51 -0.55 -0.55 -0.57 -0.64 

RMSE (oC) 0.38 0.51 0.62 0.72 0.74 0.83 1.02 

CC 0.97 0.97 0.96 0.93 0.93 0.91 0.83 

UKMO ME (oC) -0.08 -0.23 -0.35 -0.60 -0.74 -0.86 -0.98 

RMSE (oC) 0.56 0.65 0.71 1.10 1.15 1.42 1.78 

CC 0.91 0.88 0.88 0.74 0.74 0.61 0.45 

NCEP ME (oC) 0.13 -0.05 -0.16 -0.23 -0.29 -0.48 -0.73 

RMSE (oC) 1.07 1.06 1.12 1.12 1.18 1.33 1.54 

CC 0.71 0.69 0.67 0.68 0.65 0.61 0.57 

 

Heat wave events are calculated from observations using the same criteria for 

the same time period. If at least two days of the predicted event match the observation, 

it is considered a hit. The verification values such as TS, ETS, POD and FAR of heat wave 

prediction of three TIGGE models (ECMWF, UKMO and NCEP) for a forecast of 1-7 days 

are shown in Fig.7.4. 

The skill of the models reaches a high threshold value up to a forecast period of 5 

days for all three models (Fig.7.4). TS the values of ETS and POD decrease and FAR 
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increases with the length of the forecast. A high value of POD indicates that the model 

can predict the majority of observed 'yes' events. POD Values are greater than 0.55 for 

all three models for a prediction length of 1-7 days. For ECMWF, observed events are 

predicted about 91% of the time on day 1, with a slight decrease to 81% on day 5. 

UKMO predicted about 91% of cases on Day 1, dropping slightly to 55% on Day 5, and 

NCEP predicted about 82% of cases on Day 1, dropping slightly to 64% on Day 5. It goes 

without saying that ECMWF has relatively higher POD values than the other two models. 

The false alarm rate is less than 0.4 for days 1-5, which means that the false alarms are 

less than the number of hits. From day 6 onwards, there are more false alarms, which 

are approximately equal to the number of hits, especially for the UKMO and NCEP 

models. However, the ECMWF model has shown a higher skill score (POD ~0.72 and FAR 

0.33) for 6 days lead time, suggesting that this model can provide a better forecast for 

heat waves up to six days lead time. 

The Threat Score (TS) indicates the proportion of correct predictions. TS 

evaluates only the hits without considering the correct negative predictions. TS is 

significantly lower than or equal to POD. All three models show a higher threshold of TS 

(ECMWF ~ 0.91, UKMO ~ 0.77 and NCEP ~ 0.75) at a forecast of 1 day and these values 

reduce to half at a forecast of 6 days. ETS corresponding to TS also showed a higher 

threshold (ECMWF ~ 0.64, UKMO ~ 0.39 and NCEP ~ 0.49) up to a lead time of 5 days. 

From this forecast verification analysis, it can be concluded that all three TIGGE 

models are capable of providing early warnings for heat waves with a lead time of at 

least 5 days. However, the ECMWF can forecast heat waves with 6 days lead time with 

reasonable accuracy and competence. 

Singh et al. (2017) analyzed the skill of prediction of heat waves over India using 

the NCMRWF ensemble and deterministic models. The results indicated that an 

appreciable competence of the ensemble forecast at detecting extreme events 

compared to the deterministic forecast. Locations of the events are also better captured 
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by the ensemble forecasts. Further, it is noted that ensemble system smooths down the 

unexpectedly increasing signals, thereby reducing the false alarms and thus proving to 

be more reliable than the deterministic forecasts.  

 

Fig 7.3. Composite spatial distribution of maximum temperature (0C; using Ensemble 

mean) during heat wave events from TIGGE models (a) ECMWF (b) NCEP and (c) UKMO 

along with IMD observation. The heat wave events considered for the composite 

analysis are given in Table 7.2. (Taken from Rohini and Rajeevan 2023).  
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Fig 7.4. Threat Score (TS), Equitable Threat Score (ETS), Probability of detection (POD) 

and False Alarm Ratio (FAR) for heat wave forecast verification from (a) ECMWF (b) 

NCEP and (c) UKMO. (Taken from Rohini and Rajeevan 2023).  

7.2 Short to Medium Range Forecasts using IMD/IITM models 

 In this section, a detailed analysis of the predictive ability of the IMD/IITM GFS 

and GEFS models is carried out for two heat waves and one cold wave case studies. The 

heat waves considered are (a) 29 May to 11 June 2019, which affected central and 

northwest India, and (b) 20 March to 03 April 2021, which affected the east coast of 
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India. The cold wave considered is the event of 26 to 31 December 2019, which affected 

central and north-western India. 

 

Fig 7.5. Max Temperature anomalies (0C) during the heat wave of 29 May-11 June, 2019.  

 Fig. 7.5 shows the maximum temperature departures for the period from 29 May 

to 11 June, derived from IMD data (Srivastava et al. 2009). The deviations are in the 

order of 40-60 C over central and north-western India. Fig. 7.6 shows the probability of 

Tmax > 45.00 C in 24 hours (top), 72 hours (middle) and 120 hours (bottom) for three 

representative days, 29 May (left), 02 June (middle) and 11 June (right). These 

probabilities were derived from the IITM GEFS ensemble model. The probability 

predictions indicate that there is more than 50% probability of Tmax above 450C over 

central and north-western India. Fig. 7.7 and Fig. 7.8 show the predicted Tmax and its 

deviations for three representative dates (29 May, 02 June and 11 June) based on the 

IMD/IITMGFS model.  

These plots also very clearly suggest the GFS prediction system was capable of 

predicting Tmax exceeding 440C over central and northwest India with large departures 

from long term normal, even at 120 hrs lead time (5 days ahead). The model also 

predicts very well the presence of dry air (with negative RH departures) over the heat 

wave region during this period (Fig 7.9).  
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Fig 7.6 Probability of Tmax > 45.00C in 24 hr (top), 72 hr (middle) and 120 hr (bottom) 

for 29 May (left), 02 June (middle) and 11 June (right) columns. These probabilities are 

derived from the IMD/ IITM GEFS Ensemble model.  
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Fig 7.7. Predicted maximum temperatures (0C) for 29 May (left column), 02 June 

(middle) and 11 June (right) at lead time of 24 hrs (top panel), 72 hrs (middle) and 120 

hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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Fig 7.8. Predicted maximum temperature departures (0C) for 29 May (left column), 02 

June (middle) and 11 June (right) at lead time of 24 hrs (top panel), 72 hrs (middle) and 

120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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Fig 7.9 Predicted Relative Humidity Departures (%) for 29 May (left column), 02 June 

(middle) and 11 June (right column) at lead time of 24 hrs (top panel), 72 hrs (middle) 

and 120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 

20190529 20190602 20190611 
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The predictions of the 200 hPa and 850 hPa circulation features (Fig. 7.10 a) 

indicate that the model predicts the basic dynamics associated with the heat waves over 

the Indian region reasonably well. At 200 hPa, in the mid-latitudes, deep troughs and 

ridges could be observed in association with the Rossby wave pattern. A blocking high is 

observed over the Caspian Sea and adjacent areas. The 850 hPa plots indicate a large-

scale high pressure and a north-south ridge (anticyclonic flow) over central and 

northwestern India. Fig. 7.10 b shows similar plots but for 11 June 2019. This abnormal 

wind circulation and associated subsidence is the main cause for the occurrence of heat 

waves over India. Thus, the GEFS and GFS models could predict the heat wave between 

29 May and 11 June 2019.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7.10 a Predicted Wind vectors with the anomalous wind magnitude in shaded (m/s) 

for 200 hPa (first column), 850 hPa (second column) on 29 May 2019. The forecasts are 

for 24 hr (top panel), 72 hr (middle panel) and 120 hrs (bottom panel).   
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Fig 7.10 b Predicted Wind vectors with the anomalous wind magnitude in shaded (m/s) 

for 200 hPa (first column), 850 hPa (second column) on 11 June 2019. The forecasts are 

for 24 hr (top panel), 72 hr (middle panel) and 120 hrs (bottom panel).   

We shall now discuss about the heat wave on the east coast of India. This event 

was observed in the region between 30 March and 03 April 2021. Fig. 7.11 shows the 

predicted maximum temperatures on three representative days, 30 March, 31 March 

and 02 April with a lead time of 24, 72 and 120 hours respectively. The plot clearly 

shows that the model was capable of predicting the occurrence of daily maximum 

temperatures of more than 40°C over the east coast of India, especially on 31 March 

and 02 April 2021. The model was also able to predict positive temperature deviations 

of more than 4.00C over the east coast of India (Fig. 7.12). 

                           200 hPa              20190611              850 hPa 
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Fig 7.11 Predicted Maximum Temperatures for 30 March (left column), 31 March 

(middle) and 02 April (right column) at lead time of 24 hrs (top panel), 72 hrs (middle) 

and 120 hrs (bottom). These forecasts are derived from the IMD/IITM GFS model. 
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Fig 7.12 Predicted Maximum Temperature anomalies for 30 March (left column), 31 

March (middle) and 02 April (right column) at lead time of 24 hrs (top panel), 72 hrs 

(middle) and 120 hrs (bottom). These forecasts are derived from the IMD/IITM GFS 

model. 
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 Fig 7.13 shows predicted relative humidity departures, which suggest that the 

model predicted presence of dry air over the east coast of India during the heat wave 

event, very accurately.  

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 7.13 Predicted Relative Humidity departures (%) for 30 March (left column), 31 

March (middle) and 02 April (right column) at lead time of 24 hrs (top panel), 72 hrs 

(middle) and 120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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One of the important dynamical factors for such heat waves over the region is 

the presence of westerly winds in the lower troposphere over the east coast of India, 

which suppress the onset of the ocean breeze that could otherwise bring more easterly 

and cold winds (Ratnam et al. 2016 a) The westerly wind anomalies are caused by the 

anomalous circulation features over the Pacific associated with La Nina conditions. Fig. 

7.14 shows that the model accurately predicted the presence of westerly winds at 850 

hPa over the east coast of India on 30 March and 02 April.  
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Fig 7.14 Predicted winds at 850 hPa with anomalous wind magnitude (shaded) for 30 

March (left column), and 02 April (right column) at lead time of 24 hrs (top panel), 72 

hrs (middle) and 120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 

Another case study of the forecast of a cold wave over India is analyzed using the 

IMD/IITM GFS model forecasts. The cold wave occurred between 26 and 31 December 

2019 and the detailed diagnosis of the cold wave was discussed in Chapter 6. Here we 

discuss the GFS model forecast for this cold wave event. Fig. 7.15 shows the predicted 

minimum temperatures for 27, 29 and 31 December 2019 with a lead time of 24, 72 and 

120 hours. It is very interesting to note that the model is able to predict the intensity of 

low minimum temperatures and major negative deviations (Fig. 7.15) over central and 

north-western India. The model predicted minimum temperatures below 5°C over the 

northern parts of the country on 31 December 2019. The model predictions are 

comparatively more accurate for December 29 and 31. The model predicted negative 

temperature deviations of more than 5°C over the northern parts of the country (Fig. 

7.16). The model also predicted very well (Fig. 7.17) the presence of dry air over central 

and northern India on all the three days. In the Chapter 6 it was noted that the cold 

waves, especially the severe cold waves, are associated with the passage of westerly 

disturbances over the northern parts of the country. Once the weather system passes, 

cold northerly winds with dry air from northern latitudes penetrate the Indian mainland, 

triggering a cold wave. 

In this case of cold wave, the IMD/IITM GFS model is able to predict dry northerly 

winds over central and northwestern India on 27 December 2019, even with 120 hours 

of lead time as shown Fig. 7.18. 

 The above three case studies (two heat waves and one cold wave) suggest that 

the IMD’s operational weather prediction model has capability of predicting the onset 

and intensity of heat and cold waves quite reasonably.  
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Fig 7.15 Predicted minimum temperatures for 27 Dec (left column), 29 Dec (middle) and 

31 Dec, 2019 (right column) at lead time of 24 hrs (top panel), 72 hrs (middle) and 120 

hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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Fig 7.16 Predicted minimum temperature departures for 27 Dec (left column), 29 Dec 

(middle) and 31 Dec, 2019 (right column) at lead time of 24 hrs (top panel), 72 hrs 

(middle) and 120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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Fig 7.17 Predicted relative humidity departures (%) for 27 Dec (left column), 29 Dec 

(middle) and 31 Dec, 2019 (right column) at lead time of 24 hrs (top panel), 72 hrs 

(middle) and 120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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Fig 7.18 Predicted winds (m/s) along with anomalous wind speed (shaded) at 200 hPa 

(left) and 850 hPa (right) for 27 Dec, 2019 at lead time of 24 hrs (top panel), 72 hrs 

(middle) and 120 hrs (bottom). These forecasts are from the IMD/IITM GFS model. 
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7.3 Extended Range Prediction of Heat and Cold Waves 

This section discusses the model skill to predict heat and cold waves on longer 

range time scales (up to 1 month) using some specific case studies. 

Pattanaik et al. (2017) studied the 2015 heat wave on the east coast of India and 

its prediction using the MoES extended-range forecasting system. Their study found that 

real-time deterministic and probabilistic forecasts for many parts of India in late May 

and early June 2015 indicated an impending heat wave associated with a strong 

northwesterly wind over the main Indian landmass, which delayed the sea breeze and 

led to heat waves. The study demonstrated the ability of the coupled model to provide 

early warning of such a deadly heat wave so that disaster managers can take 

appropriate action to minimize loss of life and property due to abnormal temperatures. 

Mandal et al. (2019) studied the prediction of heatwaves over a longer period 

(March to June) using data from 1981-2010. They identified three regions prone to 

heatwaves, namely the northwest, southeast and northwest-southeast regions. They 

considered heat waves of at least six consecutive days. They found that the MOES/IITM 

extended-range forecasting system has reasonable capability to forecast heatwaves 

over India. The study shows that the prediction system has great potential to give a 

general indication of the onset, duration and end of the following heat wave with 

sufficient lead time, albeit with some spatio-temporal errors. 

Fig. 7.19 shows the results of the verification of extended-range forecasts using 

the MOES/IITM extended-range forecasting system. The prediction system is the CFSv2-

based multi-model ensemble (MME) prediction system. Since the model is known to 

have biases in temperature, the Tmax values predicted by the model were corrected 

before further analysis. Fig. 7.19 a-d shows the week-wise anomaly correlation 

coefficient (significant at 99.9% significance level) of Tmax in March-June for the 

hindcast period. Fig. 7.19 a,b show that the forecast system has high values of anomaly 

correlation coefficients for the week 1 and week 2 lead time over most parts of the heat 
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wave prone regions. Over the central and northwestern regions, significant anomaly 

correlation coefficient (ACC) values are found even for week-3 and week-4 lead time, 

showing the usefulness of the forecast system. 

They used a different skill score, namely the Symmetric Extremal Dependence 

Index (SEDI), which is widely used for deterministic testing of predictions for rare binary 

events. To evaluate the SEDI values, they considered probabilistic heatwave predictions 

as deterministic predictions by setting some threshold values for the probability of 

heatwave occurrence (e.g. 30%, 50%, etc.). Fig.7.19 e-p show the week-wise SEDI values 

for 70% (Fig.7.19 e-h), 50% (Fig.7.19 i-l) and 30% (Fig.7.19 m-p) probability of heatwave 

occurrence from week 1 to week 4. The positive SEDI values indicate that the prediction 

system is better than chance and higher positive values mean better skill. 
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Fig. 7.19 (a–d) ACC, (e–h) SEDI values for 70% HW probability, (i–l) SEDI values for 50% 
HW probability and (m–p) SEDI values for 30% HW probability for different week lead 
during MAMJ for the hindcast period 2003–2017. The left colour bar (for a-d panels) 
indicates the ACC values with 0.1 intervals, whereas the right colour bar (for e-p panels) 
represents the SEDI values with 0.1 intervals.  (Taken from Raju Mandal 2022).  

 

The results show that in week 1, the extended-range forecasting system has a 

good ability to predict heat wave events even with a probability of 70% over most parts 

of the regions prone to heat waves. In week 2, it shows reasonable ability up to a 

probability of 70% with decreasing values for higher probabilities. With a probability of 

50%, the forecast has a reasonable ability to predict over some parts of the NW and SE 

regions even in week 3. 

Fig. 7.20 shows the verification of a set of forecasts (over a 15-year period, 2003-

2017) for two regions, namely NW India (Fig. 7.19 a) and SE (Fig. 7.19 b) for different 

lead times, week 1 (red lines, week 2 (green lines), week 3 (blue lines) and week 4 

(purple lines). The sample of predictions includes all model grid points over the selected 

region and for the verification period. 

The reliability plot (or attribute plot) measures how closely the forecast 

probabilities of an event (here a heatwave) match the actual probability of observing 

the event. It groups the forecasts into bins according to the probability output along the 

horizontal axis. The frequency with which the event was observed for that subset of 

forecasts (i.e. the observed frequency) is then plotted on the vertical axis. For perfect 

reliability, the prediction probability and the observed frequency should be equal and 

the point should lie on the diagonal line (shown as a solid black line). The deviation from 

the diagonal line towards the lower side represents the overprediction property of the 

prediction system. The black dashed lines refer to the climatological forecast probability 

(vertical) and the observed frequency (horizontal). The horizontal dashed line is also 

called the "no-resolution" line. The "no skill" line is indicated by the red dashed line 

where the Brier Skill Score (BSS) becomes zero. The skilled region is represented by the 
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grey coloured area where the BSS scores are positive (Mandal et al. 2019). 

 

 

Fig. 7.20 Reliability diagrams for the HW event (satisfying the proposed HW criterion) 
during MAMJ (2003–17) for two heat wave prone regions namely NW (a) and SE (b) for 
four different leads: week1 (red lines), week-2 (green lines), week-3 (blue lines) and 
week-4 (violet lines). (Taken from Raju Mandal et al. 2019).  
 

In Fig. 7.20, the reliability curves have a positive slope (up to 70% and 80% 

forecast probability for the NW and SE regions, respectively), which means that as the 

forecast probability of the event increases, the probability of the event occurring also 

increases. This means that the forecasts have a certain reliability. For the NW region, the 

reliability plots for all weeks are within the shaded area and have a positive slope up to 

the forecast probability. However, as the lead time increases, the tendency to over-

predict also increases. The forecast system is very good at predicting heatwave events 
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up to week 4 in this region, but only up to a forecast probability of 70%. However, at 

extreme forecast probabilities, the extended-range forecasting system shows no 

competence except for a week 1 lead. For the southeast region, the reliability plots are 

competent for all four weeks at a forecast probability of 50% and then slightly exceed 

the "no skill" line up to a forecast probability of 80%, illustrating its usefulness in 

decision making. The prediction system tends to over-predict in this range. 

Mandal et al (2022) investigated the ability to predict CW events using the 

MoES/IITM extended range prediction system. The CW events were identified if the 

standardized Tmin anomalies averaged over the area are less than -1.0 for four 

consecutive days during the winter season (Nov to Feb) during 1951-2022. The results 

are shown in Fig. 7.21. The correlation coefficients of anomalies (ACC) between the 

observed and predicted Tmin have been calculated for all meteorological sub-divisions 

of India. High values of ACC are observed in the northern, northwestern, central and 

eastern parts of the country till week 2. In week 3, parts of central and northern India 

show significant ACC values. In addition, SEDI values were calculated to further 

investigate the ability of the forecasting system. SEDI values above (below) zero mean 

that the prediction system is skillful (poor). Raju Mandal et al. (2022) also examined five 

case studies of CW events and their analysis showed that the prediction system was 

reasonably accurate in predicting the events up to a lead time of 2 weeks. The results 

are shown in Fig. 7.21, which shows the observed and predicted probabilities of these 

cold wave events with different initial conditions. The extended-range forecasting 

system is able to predict the probability of cold waves occurring almost 10-15 days in 

advance. This early prediction should help disaster managers to keep an eye on the 

approaching cold waves and take appropriate measures to deal with them. 
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Fig 7.20 a–d Anomaly Correlation Coefficient (ACC) of minimum temperature (Tmin); e–
h SEDI values for 70% CW probability; i–l SEDI values for 50% CW probability; and m–p 
SEDI values for 30% CW probability for different week leads (W1–W4) during NDJF for 
the hindcast period 2003–2017. ACC above 0.2 is significant at 5% level using a 
hypothesis test for the population correlation coefficient with about (or more than) 100 
independent samples spatially for each sub-division and for each week lead during the 
season. (Taken from Raju Mandal 2022).  
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Fig 7.21  Probabilities (%) of occurrence of CW events (column-wise).  Row 1 represents 
observed and row 2–4 represent the model predicted values from nearest three ICs for 
individual event. a–d Event-1: 09–16 Feb 2008, e–h event-2: 16–24 Dec 2010, i–l event-
3: 26–29 Jan 2018, m–p event-4: 18–31 Dec 2020 and q–t event-5: 18–22 Dec 2021. 
(Taken from Raju Mandal 2022).  
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7.4. Seasonal Forecasting of Heat Waves 

Since heat waves can have negative impacts on our lives, it is important that we 

are able to predict heat waves on all time scales, from the short-term to the seasonal. In 

this section, the capability of the IMD/IITM coupled seasonal forecast model (CFS V2.0) 

is assessed to investigate the model fidelity in predicting heat waves on seasonal time 

scale. The results discussed are from the recent publication by Rohini et al, (2022 b). For 

this purpose, the hindcasts (for the period 1981-2017) of the Monsoon Mission CFS 

Model (MMCFS) were used to assess the heat wave prediction skill. The IMD 

temperature dataset was used for the model verifications.  

For the present analysis, daily hindcasts of February initial conditions (IC) were 

considered for the months of April to June during the period 1981-2008. These hindcast 

records are based on 10 ensemble members. Fig. 7.22 shows the annual cycle of Tmax, 

Tmin and Diurnal Temperature Range (DTR) from the observations and the MMCFS 

model, and the ensemble range from the model. It is interesting to note that the model 

captured the annual cycle of Tmax, Tmin and diurnal temperature range (DTR = Tmax - 

Tmin) quite well, but with a higher magnitude throughout the period. The DTR is higher 

during the AMJ season (> 130 C) in both the model and observations and is 

overestimated in the model. However, the standard deviation of Tmax and Tmin is 

slightly underestimated in the MMCFS. The magnitude of the annual cycle of Tmax and 

Tmin is overestimated, especially during the AMJ season. The extent of the annual cycle 

of Tmin is better captured by the model than that of Tmax. The overestimation of Tmax 

in the model could be due to the effects of atmospheric aerosols and the 

misrepresentation of surface fluxes and atmospheric radiative transfer in the model 

(Rohini et al. 2022 a). During April to June, there is an abundance of aerosols over the 

northern parts of India due to natural and anthropogenic processes. Since the model 

does not particularly consider the radiative effects of aerosols, the model may have 

overestimated the Tmax over India. 
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Fig 7.22 Annual cycle of (a) Tmax (C), (b) Tmin (C), (c) diurnal temperature range (DTR; C) 

averaged over India (excluding northeast India) for the period 1981–2017, simulated in 

MMCFS model (in red colour) along with IMD observation (given in black colour). 

Standard deviation of Tmax and Tmin has been plotted as error bar in (a, b). (d) 

Ensemble spread of Tmax and Tmin from the MMCFS model. 

The spatial correlation plots of the seasonal model temperatures with the IMD 

observations are shown in Fig. 7.23. For this analysis we used bias-corrected 

temperatures. The results show positive correlations of Tmax, Tmin and Tmean of the 

model with the IMD observations over most of the country. The correlations are 

significant (at 95% level of significance) for most grid points over the heat wave prone 

area for all three temperatures. 

The region of central and northwestern parts of India is identified as one of the 

global "hot spots" of land-atmosphere coupling (Koster et al. 2004; Halder et al. 2018). 

This suggests that land surface processes play an important role in temperature 
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variability in this region. The MMCFS model has shown significant skill over northwest 

India, where land-atmosphere coupling is the strongest. This could be due to the 

realistic initialization of the land surface data in the model runs. 

 

Fig.7.23 Correlation coefficient for seasonal mean temperatures. (a) Tmax (C), (b) Tmin 

(C), (c) Tmean (C) between model hindcasts and IMD observations during the period 

1981–2017. Significant correlations at 5% significant level are highlighted with black 

dots. 

 

The spatial distribution of heat wave characteristics during the study period is 

shown in Fig. 7.24. The spatial pattern of heat wave features was analyzed to determine 

how many heat waves occurred on average during the AMJ season in each year. It is 

important to note that the spatial distribution of HWF and HWD is well predicted in the 

model (Fig. 7.24). However, the model underestimated the extent of heat wave 

features, especially over east-central India and the east coast of the southern peninsular 

region. The magnitude of both HWF and HWD is predicted reasonably well over 

northwest India (NWI), where heat wave activity is predominant. The observed HWF is 



168 | P a g e  
 

1.1-1.4 events per year and HWD is 5-6 days per year over NWI. The model predicted 

HWF is 0.9-1.2 events per year and HWD is 4.5-5.5 days per year. 

 

Fig 7.24  Spatial distribution of heat wave frequency (HWF; events /year) and heat wave 

duration (HWD; days/year) during AMJ season from IMD observation (a, c) and MMCFS 

hindcast runs (b, d), during 1981–2017. 

The time series of HWF and HWD averaged over the heat wave prone area (NWI) 

are shown in Figure 7.25. The model shows a larger increase in HWF and HWD 

compared to the observations over the period 2003-2008. HWF and HWD show an 

increasing trend in both the model and the observations. However, the trends of HWF 

(0.3 events per decade in the model and 0.1 events per decade in the observation) and 

HWD (1.5 days per decade in the model and 0.6 days per decade in the observation) are 

slightly overestimated in the MMCFS model. The correlation coefficient between the 

model-predicted and observed time series of all heat wave characteristics averaged for 
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India is about 0.47 for HWF and 0.38 for HWD, and these values are statistically 

significant at the 95% significance level. 

 

Fig.7.25 Time series of area averaged (over heat wave prone area; NW India) (a) heat 

wave frequency (HWF; events/season) and (b) heat wave duration (HWD; days/season) 

simulated by model along with observation for AMJ season during 1981–2017. 

Fig 7.26 shows the correlation coefficients between the heat wave characteristics 

(HWF and HWD) predicted by the model and the IMD observations. The correlations of 

HWF are significant (95% significance level) in more grid points than HWD, mainly over 

northwest India. Both heat wave characteristics have negative correlations at some grid 

points, mainly over the north-eastern parts. The analysis suggests that the MMCFS 

model performs quite well in capturing the spatial coverage of heat wave characteristics 

at the seasonal scale, especially over northwest India. Thus, the analysis suggests that 

the MMCFS model is capable of skillfully predicting the temperatures (Tmax, Tmin and 

Tmean) and spatial distribution of heat wave characteristics seasonal time scales. 
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Fig 7.26  Correlation coefficients of MMCFS model with IMD observations (a) heat wave 

frequency (b) heat wave duration during AMJ season for the period 1981–2017. 

Significant correlations at 5% significant level are highlighted with black dots. 

The MMCFS model reproduces the annual cycle of temperatures quite well, but 

with a higher mean and lower variability compared to the observations. The hindcasts of 

the model show significant ability to seasonally predict temperatures over most of 

northwest and central India. 

 The present analysis shows that while it is impossible to predict the exact 

characteristics of the heatwave (such as onset, duration and end) on a seasonal time 

scale, the correlation analysis between the heatwave characteristics predicted by the 

model and the IMD observations indicates a promising ability for most parts of 

northwest India. The overall analysis suggests that the MMCFS model hindcasts for 

February IC perform quite well in predicting maximum temperatures and heat waves 

over the country on a seasonal time scale. 
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Chapter 8 

Impacts and adaptation 

In this chapter, we discuss the impacts of heat and cold waves and adaptation 

strategies to cope up the adverse impacts of heat and cold waves.  

 8.1.  Heat wave Impacts 

Heat waves affect human health and air quality, increase energy consumption, 

reduce crop yields, increase water loss and intensify droughts. In addition, exposure of 

crops to temperatures beyond a critical threshold can lead to crop failure. Heat waves 

also increase temperatures in buildings and cities (urban heat islands), cause disruptions 

in critical infrastructure networks, affect the economy through lower labour 

productivity, and exacerbate the impacts of other climate-related hazards such as 

droughts or forest fires. 

Heat waves have claimed more lives in India than other natural hazards, with the 

exception of floods and tropical cyclones (Ray et al., 2021). As per the study by Ray et al. 

(2021), the mortality rate per event due to heat waves in India is 24.6. In March and 

June, they also lead to dry weather with lower humidity. However, heat stress due to 

increased humidity and temperatures can significantly endanger human life. 

Unfortunately, there is not much research on such heat stress episodes in India. Jaswal 

et al. (2017) made such an analysis of heat index over India. Heat Index (HI) known as 

apparent temperature, combines air temperature and relative humidity to determine 

how hot it actually feels. It has been shown that changes in the HI resulting from 

increases in atmospheric moisture can account for a considerable fraction of the total 

increases in the HI. The risk of heat-related illness becomes greater as the weather gets 

hotter and more humid. The human body normally cools itself by perspiration, or 

sweating, in which the water in the sweat evaporates and carries heat away from the 

body. However, when the relative humidity is high, the evaporation rate of sweat is 
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reduced. This means heat is removed from the body at a lower rate, causing it to retain 

more heat than it would in dry air.  

Im et al. (2017) examined the effects of heat waves and discussed the risks and 

vulnerability of people. Previous studies have shown that a wet bulb temperature of 350 

C can be considered an upper limit for human survivability. Based on an ensemble of 

high-resolution climate change simulations, the study found that wet bulb temperature 

extremes in South Asia are likely to approach and exceed this critical threshold in a few 

places by the end of the 21st century under the business-as-usual scenario of future 

greenhouse gas emissions. The greatest risk from extreme heat waves is in the densely 

populated agricultural regions of the Ganges and Indus river basins. Climate change, 

without mitigation, poses a serious and unique risk to South Asia, a region that is home 

to about one-fifth of the world's population, due to an unprecedented combination of 

severe natural hazards and acute vulnerability. 

Heat waves have significant impacts on a number of aspects such as health, 

infrastructure performance, energy demand, building design, water quality and costs 

(Zuo et al. 2015). These impacts are significant and some of them even interact (e.g. 

costs and energy consumption). The study by Azhar et al. (2017) examined heat wave 

vulnerability over India. Their study revealed that of the total 640 districts considered, 

10 districts are vulnerable in very high-risk category and 97 districts in high-risk 

category. The districts with higher heat vulnerability are located in the central parts of 

the country. These are less urbanized and have low rates of literacy, access to water and 

sanitation and presence of household amenities.   

Zachariah et al. (2021) made a probabilistic assessment of extreme heat stress on 

India wheat yields under climate change. They showed an increase in magnitude, 

frequency and areal extent of heat stress episodes in the Indo-Gangetic Plains region 

during 1967-2018. Probabilistic estimates of below-average wheat production under 

scenario-averaged heat stress conditions are expected to rise by 8%–27% under the 
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SSP5-8.5 climate change scenario, with Punjab showing the largest increase. 

Quantitative links between heat stress indicators and loss of crop yield highlight 

increased agricultural vulnerability in India under climate change. The 2022 Indian heat 

wave impacted key geographies of wheat production in northwestern and central India 

(Sidhu, 2022). In 2022, due to strong heat wave activity, wheat production was expected 

to have fallen by 4.5 per cent, in some regions losses could be up to 15 per cent.  

Anel et al. (2017) discussed the impact of cold and heat waves on the energy 

production sector. Cold and heat waves represent a significant problem for the 

electricity generation sector. The disruptions cold and heat waves can cause in power 

production are beyond their consumption impacts through, for instance, higher peak 

demand.  

Nori-Sarma et al. (2019) addressed the impact of heat waves on mortality in 

northwest India.  They found that even in areas with extreme high temperatures, heat 

waves present health risks for mortality. Their results indicate that relationships 

generated for temperature and mortality from developed country settings may not 

accurately characterize such relationship in the global south. The findings of differential 

impact depending on heat wave definition have critical implications for policymakers 

and merits additional study. Continued development of local data resources to assess 

the relationships between temperature and health in developing countries such as 

India, is important to accurately assess current health effects, as well as to inform future 

heat wave alerts globally under a changing climate. 

Heat waves can impact health, agriculture and energy. Some of the main impacts 

of heat wave on human health are given below.  

1. Heat exhaustion and heat stroke: Heat waves can cause heat exhaustion 

and heat stroke, which can be life-threatening if not treated promptly. Symptoms 

include nausea, dizziness, headache, rapid heartbeat, and confusion. 



174 | P a g e  
 

2. Dehydration: High temperatures can cause dehydration, particularly if 

people are not drinking enough fluids. This can lead to headaches, fatigue, and 

other health problems. 

3. Respiratory problems: Heat waves can exacerbate respiratory problems 

such as asthma, as high temperatures can cause air pollution to accumulate and 

irritate the lungs. 

4. Cardiovascular problems: High temperatures can also increase the risk of 

cardiovascular problems such as heart attacks and strokes, particularly for people 

with preexisting cardiovascular conditions. 

5. Mental health: Heat waves can also impact mental health, leading to 

increased stress and anxiety, particularly for those who do not have access to air 

conditioning or other cooling measures. 

Overall, heat waves can have significant impacts on human health, particularly 

for vulnerable populations. It is important to take precautions during heat waves, such 

as staying hydrated, staying indoors in air conditioning if possible, and avoiding 

strenuous activities during the hottest part of the day. 

Overall, heat waves can have a significant impact on agriculture in India, with 

potentially serious consequences for food security and the livelihoods of farmers. 

1. Crop failure: Heat waves can cause crops to wilt and die, leading to 

reduced yields or even total crop failure. The high temperatures can also cause damage 

to plant cells, reducing their ability to photosynthesize and produce food. 

2. Reduced soil moisture: High temperatures can lead to increased 

evaporation of water from soil, reducing soil moisture levels and making it more difficult 

for crops to grow. This can lead to drought-like conditions, which can be devastating for 

farmers. 
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3. Pest infestations: Heat waves can create ideal conditions for pests and 

insects to thrive. This can lead to increased damage to crops and the need for more 

pesticides, which can be costly for farmers. 

4. Livestock health: Heat stress can be a significant issue for livestock, 

causing reduced milk production, lower fertility rates, and even death in extreme cases. 

Farmers may need to take extra precautions to protect their animals during heat waves. 

5. Water scarcity: Heat waves can exacerbate existing water scarcity issues, 

as water sources dry up more quickly and demand for irrigation increases. This can lead 

to conflicts between farmers and other water users, and can make it difficult for farmers 

to grow crops. 

Heat waves also can have significant impacts on the energy sector, affecting the 

reliability of the energy grid, increasing costs, and potentially leading to power outages 

and other disruptions. The following impacts are very important. 

1. Increased demand for electricity: During heat waves, demand for 

electricity tends to increase as people use more air conditioning and fans to stay cool. 

This can put a strain on the energy grid, leading to blackouts or brownouts if supply 

cannot keep up with demand. 

2. Reduced power generation: High temperatures can reduce the efficiency 

of power plants, particularly those that rely on water for cooling. If water temperatures 

are too high, power plants may have to reduce their output or shut down altogether, 

leading to reduced electricity supply. 

3. Transmission and distribution issues: Heat waves can also cause 

transmission and distribution equipment to fail, particularly if it has not been designed 

to handle high temperatures. This can lead to power outages and reduced reliability of 

the energy grid. 
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4. Increased risk of wildfires: Heat waves can increase the risk of wildfires, 

which can damage or destroy energy infrastructure, including transmission lines and 

power plants. This can lead to power outages and a need for costly repairs. 

5. Increased energy costs: During heat waves, energy prices may increase as 

demand for electricity rises and supply becomes more constrained. This can lead to 

higher energy bills for consumers and businesses. 

8.2 Adaptation to Heat Waves  

The most effective way to reduce the negative impacts of a heatwave is to develop a 

comprehensive response plan that combines individual strategies into an integrated 

approach and includes cultural, institutional, technological and ecosystem-based 

adaptations. For example, the institutional plan could include weather forecasting, 

monitoring, and education and awareness. Appropriate education can ensure the health 

and safety of urban residents during heat waves, especially vulnerable groups such as 

older adults, children, people working outdoors and low-income communities. Zuo et al. 

(2015) found that structural/institutional and technological factors attract the most 

attention in the literature, while cultural/behavioral factors receive less attention. It is 

worth noting that these mechanisms are complementary and ultimately aim to improve 

the resilience of the urban and built environment to climate change. Indeed, an 

appropriate combination of these mechanisms can lead to more effective measures to 

cope with heat waves and their associated impacts. The effectiveness of these measures 

varies and depends on contextual factors such as cultural background, level of economic 

development, etc. 

It is crucial to make adaptation choices to reduce the impact of these heat waves. 

Here are some of the adaptation choices that can be made for heat waves in India: 

1. Increasing public awareness: One of the best ways to adapt to heat waves is by 

increasing public awareness. People need to know the signs of heat stroke and 

how to protect themselves from the sun's harmful rays. Government agencies 



177 | P a g e  
 

can launch awareness campaigns through various media to educate people on 

the dangers of heat waves and the precautions to take during these times. 

2. Improving the built environment: India needs to improve the built environment 

to make it more heat-resilient. This can be done by incorporating better 

insulation and ventilation systems in buildings, planting more trees, and 

increasing the green cover in cities. Such measures will help to reduce the urban 

heat island effect, which is a phenomenon where cities are much hotter than 

surrounding areas. 

3. Providing cool shelters: Providing cool shelters is another adaptation choice for 

heat waves. The government can set up public cooling centers and shelters in 

public spaces where people can go to cool off during extreme heat. This can be 

especially useful for vulnerable populations such as the elderly, homeless, and 

those with chronic health conditions. 

4. Changing work schedules: The government can implement policies to adjust work 

schedules during heat waves. For example, working hours can be shifted to the 

early morning or late evening when temperatures are cooler. This can help to 

reduce the risk of heat stroke and other heat-related illnesses in workers. 

5. Developing early warning systems: Developing early warning systems can help 

people prepare for heat waves. The government can issue heat wave warnings 

through various media, including television, radio, and social media. This will help 

people take the necessary precautions to protect themselves from the heat. 

It is important to note that these measures must be implemented on a large scale to 

make a significant impact and reduce the impact of heat waves in India. 

Recurrent heat waves, already a problem in the rapidly growing and urbanising 

countries of South Asia will most likely worsen in a warming world. However, 

coordinated adaptation measures can reduce the negative health impacts of heat. 

Across India, state and district governments have responded by creating Heat Action 
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Plans (HAPs) that prescribe a variety of preparedness activities and heat wave response 

measures across government departments to reduce the impact of heat waves (Aditya 

Valiathan Pillai and Dalal 2023). To address this problem in Ahmedabad (Gujarat, India), 

a coalition was formed to develop an evidence-based heatwave preparedness plan and 

early warning system. Knowlton et al. (2014) discussed the details of developing and 

implementing South Asia's first Heat Health Action Plan in Ahmedabad (Gujarat). 

Aditya Valiathan Pillai and Dalal (2023) published a report critically analyzing 37 

heat action plans at city (9), district (13) and state (15) levels in 18 states. They identified 

several opportunities to strengthen India's HAPs. They also documented a wide range of 

solutions (covering 62 different types of interventions) prescribed in these HAPs, from 

promoting green roofs to federal school awareness programmes. The HAPs provide for a 

balanced mix of short- and long-term measures, although it is unclear to what extent 

these measures will be implemented. Long-term transformational measures such as 

climate-sensitive urban planning and changing cropping patterns are likely to have 

higher implementation costs than immediate measures, but could significantly reduce 

heat stress in the long term and facilitate the implementation of HAP. They found that 

most HAPs are not tailored to the local context and have an oversimplified view of the 

hazard. Almost all HAPs are inadequate in identifying and targeting vulnerable groups. 

HAPS are underfunded, lack transparency and have a weak legal basis. 

In a recent study, Debnath et al. (2023) addressed the issues of heat wave 

impacts on public health, agriculture and other socio-economic and cultural systems. 

They argue that these impacts can hinder or reverse the country’s progress in fulfilling 

the sustainable development goals (SDGs). The existing Climate Vulnerability Index (CVI) 

developed by the Department of Science and Technology, Government of India may 

underestimate the impact of heat waves on the country’s developmental effects. Linking 

Heat Index (HI) with CVI identifies more of India’s vulnerability and provides an 

opportunity to rethink India’s climate adaptation policies through international 
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cooperation in designing holistic vulnerability assessment methodologies. They conclude 

that there is an urgent need to improve extreme weather impact assessment by 

combining multiple layers of information within the existing climate vulnerability 

measurement frameworks that can account for the co-occurrence and collision of 

climate change events and non-climate structural SDG interventions. 
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Chapter 9 

Summary  

Heat waves and cold waves are extreme temperature events that last for an 

extended period of time. The effects of global warming are becoming increasingly 

apparent as the number and intensity of heat waves have increased in recent years. In 

many regions, these heat waves are breaking records that have stood for decades, if not 

centuries.  

In India, a heat wave is declared by the India Meteorological Department (IMD) 

when the maximum temperature is above 40 degrees Celsius and 4.5 degrees above 

normal. A severe heat wave is declared when the temperature is above 40 degrees 

Celsius and 6.5 degrees above normal. Heatwaves usually occur in the period from 

March to June in central and north-western India (heatwave zone) and in the coastal 

areas of Andhra Pradesh and Odisha. In the coastal Andhra Pradesh and Odisha, the 

frequency of heat waves is slightly lower than in northern India. 

On an average, heat wave areas experience two heat waves during the season, 

lasting between five and seven days. However, the frequency of heatwaves, their 

duration and their maximum duration are increasing, which is attributed to global 

warming. In the heat wave areas of India, the total duration of heat waves has increased 

by about 3 days in the last 30 years. The Intergovernmental Panel on Climate Change 

(IPCC) model projections indicate an increase of about two heat waves and heat wave 

duration by 12-18 days by 2060. Heat waves could also spread to southern India, where 

no heat waves are currently reported. 

A cold wave is said to occur when the normal minimum temperature at the 

stations is 100 C or more and is at least 50 C below normal. If the normal minimum 

temperature at stations is below 100 C, the deviation should be at least 30C to be called 

a cold wave. Cold waves are generally observed over central and north-western India 

during the winter season from December to February. Previous observations suggest 
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that the frequency and duration of cold waves over India is decreasing, possibly due to 

the increase in minimum temperatures. There are two types of cold waves in India. One 

is associated with La Nina, with central and northwest India affected by cold waves. The 

second type occurs during the El Nino phase, but such cold waves are generally confined 

to the extreme northern parts of India. 

The physical mechanisms of heat and cold waves are well understood. Heat and 

cold waves are caused by large-scale anomalies in atmospheric circulation and 

exacerbated by local effects such as land surface processes that affect soil moisture. 

Global influences such as the El Nino/Southern Oscillation (ENSO) and the Indian Ocean 

modulate the frequency and duration of Indian heat and cold waves. The frequency of 

heat waves over the heat wave zone is generally higher in El Nino years and the 

following years. On the other hand, heat waves on the east coast of India are also 

influenced by La Nina conditions over the Pacific Ocean and associated atmospheric 

circulation anomalies.  

Heat waves are very well predictable. On a short to medium term time scale, they 

can be predicted up to 5-7 days in advance. Predicting heat waves on longer time scales 

(at least up to two weeks) and probability outlook on seasonal time scales is also 

possible. Efforts have been made by the Ministry of Earth Sciences, Government of India 

to develop and install an end-to-end, seamless forecasting system that predicts heat 

waves on all time scales, from short-term to seasonal. The seasonal forecast provides an 

outlook or probability for the frequency and duration of heat waves for a season in 

advance. This early forecast can be further enhanced using the extended range (two 

weeks) and short term (4-5 days) forecasts for more targeted regional response 

strategies. 

With unchecked global warming, the probability of compound extremes such as 

the simultaneous occurrence of droughts and heat waves is also likely to increase. Until 

we have studied the causes in depth, it is difficult to attribute a heatwave to human 
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influence. However, the 2003 heatwave in Europe and the 2010 Russian heatwave were 

clearly attributed to human influence. The recent heatwaves in March and April 2022 in 

northern India are also consistent with IPCC projections. 

There is good synergy between the India Meteorological Department and the 

central and state disaster management agencies, which has led to the development of 

heatwave action plans in some states. The report by NDMA (2020) illustrate how India 

successfully reduced mortality due to heat waves by adopting heat wave action plans 

and effective and coordinated implementation. However, there is a need for greater 

inter-agency collaboration on heatwave impacts and adaptation.  

It is high time that the India Meteorological Department (IMD) starts systematic 

research into the health implications of the rise in temperatures and humidity for Indian 

conditions. In the meantime, the IMD can use available indices such as HI, as used by 

Jaswal et al. (2017), for daily monitoring and forecasting of heat waves. 

Recurrent heat waves, already a problem in fast-growing and urbanising 

countries like India, will most likely worsen in a warming world. The most effective way 

to reduce the negative impacts of a heat wave is to develop a comprehensive response 

plan that combines individual strategies into an integrated approach, encompassing 

cultural, institutional, technological and ecosystem-based adaptations. For example, the 

institutional plan could include weather forecasting, monitoring, and education and 

awareness. 

We need to establish evidence-based thresholds to develop and activate 

different responses to heat and cold waves. For example, we need to develop strategies 

to educate and sensitize the public, improve energy efficiency to reduce stress on 

electrical systems to avoid power outages and reduce the heat island effect, build cool 

shades and shelters (such as cyclone shelters), and develop evidence-based advance 

warning systems to reduce crop damage. A long road lies ahead! 
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